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ABSTRACT

The complexity of computer programs has been increasing for multiple
decades. As a result, the number and impact of security vulnerabilities have
been rising as well. Memory-corruption attacks have been one of the most
severe security threats for decades, despite the tremendous efforts of the
security community: according to data published by Microsoft in 2019, 70% of
vulnerabilities addressed in security updates during the previous decade are
memory safety issues. Similarly, according to the 2021 CWE Top 25, two out
of the three most dangerous vulnerability categories are related to memory
corruption.

A variety of approaches have been proposed that aim to either discover
vulnerabilities before they are deployed to a production environment, or
to mitigate vulnerabilities by making them harder to exploit. The former
case includes strategies like static analysis, test suites, and fuzzing. While
these methods are important and beneficial, it is not feasible to find all soft-
ware bugs: most deployed software projects suffer from memory-corruption
vulnerabilities, in particular if they contain legacy code.

Hence, it is crucial to investigate, develop, and deploy mitigations, in order
to make exploitation of these vulnerabilities substantially harder or even
infeasible. Three prominent approaches are software diversity (e.g., random-
ization), integrity checks (e.g., CFI), and memory isolation (e.g., TEEs). The
scope of this cumulative dissertation includes contributions to these three
mitigation approaches, as well as applications to more practical problems.

The idea of software diversity is to change the protected program so that
one or more of its properties, e.g., the address of code or data, is unknown
to the attacker. Since memory-corruption exploits depend on the address of
code and data, the adversary needs to correctly guess or otherwise acquire
the address of all the memory structures required for the exploit, which
substantially increases the attack’s difficulty. We present Selfrando, a scheme
which randomizes the executable code of a program with a fine granularity.
In contrast to previous works, our scheme performs the randomization every
time the application is launched. This way, the same application package
can be distributed through traditional channels to all users, but each run
has a different memory layout. Selfrando was successfully integrated in the
privacy-preserving Tor Browser and deployed in the hardened version of Tor
Browser for Linux.

The principle of Control-Flow Integrity (CFI) is to instrument indirect control
flow transfers to inspect the computed target before the control transfer is
performed. As an example of a coarse-grained CFI scheme, indirect call
instructions can be instrumented to only allow calls to the start addresses
of known functions. A variety of CFI approaches with different granularity
have been proposed. Given this variety, it is important to be able to quantify
the security guarantees of each scheme. We present CFInsight, a benchmark
for CFI security. Unlike previous works, our analysis is based on properties
of the paths between indirect call sites and system call instructions, which
attackers need to reach in order to interact with the operating system or the
file system. Our metric is based on quantitative measurements of these paths
and indicates how hard it is to construct an attack.

Memory isolation involves introducing barriers between various software
components, so that a vulnerability in one of them cannot be used to ex-
ploit a different one. Memory isolation can be implemented purely in soft-
ware or with the help of hardware extensions, e.g., Trusted Execution Environ-
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ments (TEEs). Memory isolation is particularly beneficial for software that
is composed by a significant number of diverse components, especially if
some of them handle untrusted data. This is the case of web browsers, where
an attacker can target the Just-In-Time (JIT) compiler and force it to generate
malicious code. We present JITGuard, which leverages memory isolation
and a TEE in order to protect the internal data of a browser’s JIT compiler
from attackers. Unlike alternative approaches, our construction maintains
the existing synchronous calling semantics and does not require complex
redesigns in the original code.

Memory isolation, and TEEs in particular, can be used for a number of
purposes, including to ensure the confidentiality of a component. However,
there is a category of attacks that is particularly effective in breaking the
confidentiality property of memory isolation. These attacks leverage side
channels in order to extract information from a component without directly
interacting with it. Below, we introduce our proposals of a software-only and
a hardware-based countermeasure against these attacks.

A traditional approach to limit side-channel leakage is to manually design
alternative algorithms, which requires significant expertise and is highly
error-prone. Instead, we present DR.SGX, a software-only solution that auto-
matically protects all data used in a TEE by applying a fine-grained location
randomization. The data location is periodically re-randomized to further
limit the leakage during extended execution.

Another common approach to limit cache-based side-channel leakage is
to partition the caches, which leads to high performance overheads. Our
proposal HybCache is a new cache architecture that limits side-channel leak-
age by design. Security-sensitive code accesses a subset of the cache fully-
associatively, using a random replacement policy, which prevents any address-
specific information leakage. At the same time, security-insensitive code
accesses the cache in the traditional set-associative way, which, unlike cache
partitioning, results in no performance degradation.

Lastly, we describe two practical use cases that show how TEEs can be used
to improve protocols. First, we show VoiceGuard, a TEE-based design for a
voice recognition system that protects from disclosure both the user’s voice
data and the vendor’s machine learning model. Second, we present FastKitten,
a TEE-based protocol that allows for fast and efficient smart contract execution
on cryptocurrencies that do not support smart contracts.



ZUSAMMENFASSUNG

Die Komplexitit von Computerprogrammen nimmt seit Jahrzehnten zu. Infol-
gedessen haben auch die Anzahl und die Auswirkungen von Sicherheitsliicken
zugenommen. Memory-Corruption Angriffe sind seit Jahrzehnten eine der
schwerwiegendsten Sicherheitsbedrohungen, trotz der enormen Anstren-
gungen der Security-Community: Nach 2019 verdffentlichten Statistiken von
Microsoft sind 70% der in den letzten 10 Jahren behobenen Schwachstellen
in Sicherheitsupdates Probleme mit der Speicherintegritit. Auch in den CWE
Top 25 von 2021 stehen zwei der drei gefahrlichsten Schwachstellenkategorien
im Zusammenhang mit Speicherkorruption.

Es wurde eine Vielzahl von Ansitzen vorgeschlagen, die darauf abzielen,
entweder Schwachstellen zu entdecken, bevor sie in einer Produktionsumge-
bung eingesetzt werden, oder Schwachstellen zu verhindern, indem man sie
schwerer ausnutzbar macht. Zum ersten Fall gehoren Strategien wie statische
Analyse, Testsuiten und Fuzzing. Solche Methoden sind zwar wichtig und
vorteilhaft, allerdings ist es nicht realistisch alle Softwarefehler zu finden: Die
meisten Softwareprojekte leiden unter Memory-Corruption Schwachstellen,
insbesondere wenn sie Legacy-Code enthalten.

Daher ist es entscheidend, Schutzmalnahmen zu erforschen, zu entwi-
ckeln und einzusetzen, um das Ausnutzen solcher Schwachstellen erheblich
zu erschweren oder sogar unmoglich zu machen. Drei prominente Ansétze
dazu sind Software-Diversitit (z.B. Randomisierung), Integritidtspriifungen
(bspw. CFI) und Speicherisolierung (z.B. TEEs). Im Rahmen dieser kumula-
tiven Dissertation werden Beitrdge zu diesen drei MalRnahmen, aber auch
Anwendungen fiir praktischere Probleme, préasentiert.

Die Idee von Software-Diversitit besteht darin, das zu schiitzende Pro-
gramm so zu verandern, dass eine oder mehrere seiner Eigenschaften, z.B.
die Adresse von Code oder Daten, dem Angreifer nicht zugénglich sind. Da
Speicherkorruptionen von der Adresse des Codes oder der Daten abhingen,
muss der Angreifer alle Speicheradressen, welche fiir den Angriff erforderlich
sind, entweder erraten oder auf andere Weise in Erfahrung bringen. Dies er-
hoht die Schwierigkeit des Angriffs erheblich. Mit Selfrando stellen wir einen
Ansatz vor, welcher den ausfiihrbaren Code eines Programms feingranular
randomisiert. Im Gegensatz zu fritheren Vero6ffentlichungen, fiihrt unser
Ansatz die Randomisierung jedes Mal durch, wenn die Software gestartet
wird. Auf diese Weise kann das gleiche Programmpaket iiber herkommliche
Kanile an alle Benutzer verteilt werden, aber jede Ausfiihrung bekommt
ein anderes Speicherlayout. Selfrando wurde erfolgreich in den privaten Tor-
Browser integriert und mit der gehérteten Version des Tor-Browsers flir Linux
ausgerollt.

Das Prinzip von Control-Flow Integrity (CFI) besteht darin, indirekte Kon-
trollflusstransfers zu instrumentieren, um das berechnete Ziel zu priifen
bevor der Kontrollflusstransfer durchgefiihrt wird. Als Beispiel fiir einen gro-
ben CFI-Ansatz konnen indirekte Call-Instruktionen instrumentiert werden,
um nur Aufrufe an die Startadressen bekannter Funktionen zu erlauben. Es
wurde eine Vielzahl von CFI-Ansétzen mit unterschiedlicher Granularitit vor-
geschlagen. Angesichts dieser Vielfalt ist es wichtig, die Sicherheitsgarantien
der einzelnen Verfahren quantifizieren zu konnen. Dazu stellen wir CFInsight
vor, ein Benchmark fiir CFI-Sicherheit. Im Gegensatz zu vorherigen Ansétzen
basiert unsere Analyse auf den Eigenschaften der Pfade zwischen indirekten
Call-Instruktionen und System-Calls, die Angreifer erreichen miissen, um mit
dem Betriebssystem oder dem Dateisystem zu interagieren. Unsere Metrik
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basiert auf quantitativen Messungen dieser Pfade und gibt an, wie schwer es
ist, einen Angriff zu konstruieren.

Bei der Speicherisolierung werden Barrieren zwischen verschiedenen Soft-
warekomponenten eingesetzt, so dass eine Schwachstelle in einer dieser
Komponenten nicht zur Ausnutzung einer anderen genutzt werden kann.
Die Speicherisolierung kann ausschliefSlich in Software, oder mit Hilfe von
Hardware-Erweiterungen, z.B. Trusted Execution Environments (TEESs), reali-
siert werden. Speicherisolierung ist besonders vorteilhaft fiir Software, die
aus einer betriachtlichen Anzahl verschiedener Komponenten besteht, ins-
besondere wenn einige dieser Komponenten ungepriifte Daten verarbeiten.
Dies ist bei Webbrowsern der Fall, bei denen ein Angreifer den Just-In-Time-
Compiler (JIT) angreift und ihn zwingen kann, bosartigen Code zu erzeugen.
Daher stellen wir JITGuard vor, welches Speicherisolierung und ein TEE nutzt,
um die internen Daten des JIT-Compilers eines Browsers vor Angreifern zu
schiitzen. Im Gegensatz zu alternativen Ansétzen behélt unsere Konstruktion
die bestehende synchrone Aufrufsemantik bei und erfordert keine komplexen
Abénderungen im urspriinglichen Code.

Speicherisolierung und insbesondere TEEs konnen fiir eine Reihe von wei-
teren Zwecken eingesetzt werden, unter anderem um die Vertraulichkeit
einer Komponente zu gewéhrleisten. Es gibt jedoch eine Kategorie von Angrif-
fen, mit denen die Vertraulichkeit der Speicherisolierung besonders effektiv
gebrochen werden kann. Diese Angriffe nutzen Seitenkanile aus, um Infor-
mationen aus einer Komponente zu extrahieren, ohne direkt mit dieser zu
interagieren. Im Folgenden stellen wir unsere Vorschlége fiir rein software-
und hardwarebasierte GegenmalRnahmen gegen diese Angriffe vor.

Ein traditioneller Ansatz zur Einschriankung von Seitenkanal-Lecks be-
steht in der manuellen Entwicklung alternativer Algorithmen, was erhebliche
Fachkenntnisse erfordert und hochst fehleranfillig ist. Stattdessen stellen
wir DR.SGX vor, eine reine Softwarelosung, die automatisch alle in einem
TEE verwendeten Daten durch eine feingranulare Randomisierung des Spei-
cherlayouts schiitzt. Das Speicherlayout der Daten wird in regelméRigen Ab-
stinden neu randomisiert, um das Datenleck wiahrend ldngerer Laufzeiten
weiter zu begrenzen.

Ein anderer gingiger Ansatz zur Begrenzung von Cache-basierten
Seitenkanal-Lecks ist die Partitionierung der Caches, was zu einer
reduzierten Leistung fiihrt. Bei unserem Projekt HybCache handelt es sich
um eine neue Cache-Architektur, welche gezielt Seitenkanal-Lecks begrenzt.
Dabei greift der sicherheitskritische Code auf eine Teilmenge des Cache
vollstiandig assoziativ zu, wobei eine zufillige Replacement-Policy verwendet
wird, die ein adressenspezifisches Informationsleck verhindert. Gleichzeitig
greift unkritischer Code auf traditionelle Weise auf den Cache zu, was im
Gegensatz zur Cache-Partitionierung keine Leistungseinbuflen zur Folge hat.

AbschlieRend beschreiben wir zwei praktische Anwendungsfille, die zei-
gen, wie TEEs zur Verbesserung von Protokollen eingesetzt werden konnen.
Zunichst prasentieren wir VoiceGuard, ein TEE-basiertes Design fiir ein Spra-
cherkennungssystem, das sowohl die Sprachdaten des Benutzers als auch das
maschinelle Lernmodell des Anbieters vor der Offenlegung schiitzt. Zweitens
stellen wir FastKitten vor, ein TEE-basiertes Protokoll, das eine schnelle und
effiziente Ausfiihrung von Smart Contracts in Kryptowahrungen erméglicht,
welche keine Smart Contracts unterstiitzen.
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INTRODUCTION

In recent decades, computer systems evolved from rare and specialized equip-
ment used by technicians to omnipresent devices deployed in every branch of
human activities — including for industrial, financial and military purposes.
The complexity of both the hardware used in these systems and the programs
that run on them increased dramatically, leading to a similar growth in vul-
nerabilities'. At the same time, adversaries have an increasing number of
attack classes at their disposal to help them achieve their goals.

One of the most effective ways to exploit a system is to leverage so-called
memory-corruption vulnerabilities?, which allow the attacker to access the
memory of a running program in an unintended way. Despite the tremendous
amount of effort by the research community, this type of vulnerability is still
very dangerous?®.

Memory-corruption vulnerabilities are especially common in languages
like C and C++ because these languages require the programmer to manually
manage memory allocations, which leads to the possibility of programming
mistakes. As an example, the most straightforward example of a memory-
corruption attack is to leverage a buffer overflow: when copying data from a
buffer to another, a missing or faulty check on the length of the data being
copied allows the attacker to overwrite memory locations after the end of the
buffer. This can change the value of variables in memory and even change
the control flow by overwriting a code pointer. More advanced attacks also
leverage other vulnerabilities, e.g., use after free. In Figure 1 we show a number
of software and hardware components that are relevant to the attacks and
mitigations we consider. As an example, Application A has a vulnerable
buffer @ that can be used to attack a particular target @.

Researchers have proposed a number of approaches to mitigate memory-
corruption vulnerabilities. The ideal solution would be to find all the vulner-
abilities and patch them, which would clearly eradicate the problem. Bug-
finding strategies, including static analysis, test suites, and fuzzing, can and
should be used to find and correct software vulnerabilities. However, finding
all bugs is not feasible in practice due to the complexity of modern software.
Hence, it is crucial to investigate, develop, and deploy mitigations, in order to
make exploitation of these vulnerabilities substantially harder or even unfea-
sible. Three prominent approaches are software diversity (e.g., randomization),
integrity checks (e.g., CFI), and memory isolation (e.g., TEEs). Each of these
techniques has advantages and shortcomings regarding their effectiveness
and efficiency.

In this dissertation we consider a number of attacks against a complex pro-
gram, and propose and evaluate mitigation strategies against them based on
these three approaches. We will now briefly explain each of these techniques
and summarize our contributions to the state of the art.

As an example, in the year 2000 just over 1000 vulnerabilities were discovered and publicly
disclosed. In 2021 the same figure grew to over 20 000 [149].

In 2019, Microsoft showed that 70% of the vulnerabilities addressed by their security updates
over the previous decade are memory-safety issues [138].

According to the 2021 CWE Top 25 [147] — a list of the vulnerability classes connected with the
highest number of the CVE vulnerabilities over the previous two years — three of the top seven
vulnerabilities are instances of memory-corruption attacks. Namely, number 1 is Out-of-bounds
Write, number 3 is Out-of-bounds Read, and number 7 is Use After Free.
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Figure 1: Complex applications running on a modern processor.

1.1 SOFTWARE DIVERSITY

A software diversity defense approach consists in producing multiple versions
of the same program. All versions share the same exact logic, but their im-
plementations are different, and the adversary does not know the specific
version the victim uses. Assuming that each version requires a custom exploit,
i.e., that no generic attack exists, the exploit only succeeds if the adversary
picks the correct attack for the specific version, which is very unlikely if a
sufficiently large number of versions exist. A concrete way to implement
this idea is to randomize the memory layout of the program, i.e., change the
order of the different blocks of code that compose the program. In the case
of Application A in Figure 1, the use of randomization would mean that the
adversary would not know where the target @ is. This would make the attack
unfeasible, unless the adversary is able to disclose the location of the target.

Although randomization is a well-known technique, previous approaches
suffer from a number of downsides: either they are very coarse-grained, and
hence, easier to bypass, or they are performed at compile time, such that a
user’s version of the program does not change with time.

SELFRANDO Our contribution Selfrando [1, Appendix A] lifts both of those
restrictions, delivering a fine-grained randomization scheme that is per-
formed on the user’s device every time the protected application is started.
As a result, Selfrando provides substantially higher entropy than ASLR, while
remaining compatible with conventional software build and distribution
pipelines (unlike compile-time randomization approaches [65]). As a result
of this practicality, we successfully integrated Selfrando with Tor Browser, a
privacy-preserving Web browser. Selfrando was also included in the hardened
version of Tor Browser for Linux [67].
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1.2 CONTROL-FLOW INTEGRITY

Another approach to mitigate memory-corruption vulnerabilities is to make
sure each code fragment can only call a function if the programmer intended
the fragment to be able to call that function. This is called Control-Flow In-
tegrity (CFI) [24]. As a result, the adversary is unable to change the control
flow and force the application to perform malicious actions. If CFI is deployed
in Application A in Figure 1, overwriting a code pointer would still be possible,
but the malicious pointer would be rejected at run time and execution would
be interrupted.

It is important to note that CFI by design does not detect data-only attacks,
which only change a program’s data without introducing detectable deviations
to the control flow. The two other approaches we consider, randomization
(Section 1.1) and memory isolation (Section 1.3) can be effective against data-
only attacks. An extension of CFI, Data-Flow Integrity (DFI) [27], can also
detect data-only attacks. However, DFI imposes high overheads and is less
commonly used, so here we focus on CFI.

Since the original introduction of CFI [24], more than a decade ago, a signif-
icant amount of research was devoted to proposing new schemes. However,
there was not a similar amount of research on metrics to evaluate CFI schemes:
most evaluation metrics, like AIR [52], are too simplistic and, as a result, they
are unfit to properly describe the relative security guarantees of different CFI
schemes.

CFINSIGHT With CFInsight [7, Appendix G], we introduce a new metric
that is based on numeric properties of the program’s Control-Flow Graph (CFG).
Our metric is based on the observation that the attacker needs a system call
invocation in order to access files or interact with the rest of the system. Hence,
we base our metric on numeric properties of the paths leading to system call
invocations. Moreover, we also introduce a new CFI policy generator that
offers security guarantees similar to existing policy generators, and even
better security when combined with existing generators.

1.3 MEMORY ISOLATION AND TRUSTED EXECUTION ENVIRONMENTS

A third approach to mitigate memory corruption is to isolate the various
components of an application such that a vulnerability in a component cannot
be leveraged to exploit a different component. Intuitively, memory isolation
cannot prevent attacks within a component, but it is a useful technique to
reduce the attack surface, especially when multiple untrusted components
collaborate in a complex application.

A widely-deployed memory-isolation technique is protected memory: as an
example, in Figure 1, Application A cannot access memory belonging to Appli-
cation B. The same principle can be applied to isolate every logical component
of the application. Application B in Figure 1 is divided into compartments €
such that a vulnerability in one of them cannot be used to attack another.
Software Fault Isolation is an implementation of this idea in software [21, 28,
33].

However, the idea of protecting a sensitive component from others has also
been implemented with the assistance of hardware extensions, namely in
Trusted Execution Environments (TEEs). TEEs are designed to be effective even
against a malicious operating system, which is a very powerful adversary.
Application C in Figure 1 protects a sensitive component @ in a hardware-
supported TEE.

Widespread TEEs include TrustZone (TZ) by ARM [59], Software Guard Exten-
sions (SGX) by Intel [85], and Secure Encrypted Virtualization (SEV) by AMD [96].
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While they differ on a number of details, the purpose of all TEEs is to ensure
the confidentiality and integrity of a software component, protecting it from
unauthorized access from any other component.

Memory isolation is particularly beneficial for software that is composed
of a significant number of diverse components, especially if some of them
handle untrusted data.

JITGUARD In JITGuard, we leverage a TEE to isolate a component of a web
browser. Web browsers are very complex, even when compared with other
modern applications. Due to this complexity and to the fact that they have
to handle untrusted data and code, browser vulnerabilities are discovered
on a regular basis. Additionally, browsers handle personal data, authentica-
tion credentials, and payment details, so they are very enticing targets for
adversaries. A component that is particularly valuable for the attacker is the
Just-In-Time (JIT) compiler, since it is able to generate new executable code.
If the attacker is able to control the JIT compiler, the attacker can force it to
emit malicious executable code directly into the browser process, as demon-
strated by the data-only attack DOJITA [2, Appendix B]. With JITGuard [2,
Appendix B], we leverage Intel SGX to isolate the JIT compiler from the other
components and prevent any corruption of the compiler’s internal data.

Memory isolation, and TEEs in particular, can be used for a number of pur-
poses, including to ensure the confidentiality of a component. However, there
is a category of attacks that is particularly effective in breaking the confiden-
tiality property of memory isolation. These attacks leverage side channels in
order to extract information from a component without directly interacting
with it. Next, we examine these attacks and propose countermeasures.

1.4 SIDE-CHANNEL ATTACKS AND DEFENSES

Side-channel attacks represent a very stealthy threat. They manage to disclose
information from a process without interacting with it directly: they monitor
so-called side channels, i.e., unintended consequences of the execution of a
program, in order to infer parts of the internal state of the victim. As an
example, an adversary can leverage side channels against a cryptographic
algorithm in order to extract a secret key.

The most common side channel happens through processor caches. While
a program runs, it accesses its data, which is stored in the main memory,
or RAM (@ in Figure 1). In order to make future accesses faster, the data is
stored in shared caches @ and core-private caches @. A malicious process
running concurrently to the victim process can probe these caches and collect
information through the side-channel leakage.

While side-channel attacks can be performed in a number of different
settings, they are particularly effective against TEEs [89, 98]. Intel SGX in
particular does not address side channels by design; instead, it is up to each
protected component, called enclave in SGX parlance, to limit side-channel
leakage.

While it is possible to use leakage-resistant and constant-time programming
techniques, they require substantial manual effort from security experts.
Hence, we propose both a software-only and a hardware-assisted technique
to mitigate cache side-channel leakage without the need for manual effort.

DR.SGX With DR.SGX [4, Appendix D], we aim at mitigating the most di-
rect source of cache-based side-channel leakage, i.e., the effects on cache
produced by data accesses. DR.SGX introduces a software-only data permu-
tation scheme, such that all data inside the enclave is periodically relocated
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to a randomized location. As a result, the adversary does not know where
the data is in the enclave; correlating cache-based side-channel signal with
secret accesses performed by the enclave becomes much harder. Thanks to
an efficient permutation scheme based on small-domain encryption, we can
efficiently store the permutation inside the enclave without the need for a
large table.

The root cause of cache-based side channels is shared caches. An expensive
solution, albeit effective, is to partition the caches, so that they become virtu-
ally private. However, this quickly becomes impractical, especially if multiple
mutually-untrusted enclaves are to run concurrently.

HYBCACHE HybCache [6, Appendix F] addresses the leakage problem in
a different way: instead of partitioning the cache between trust domains,
it enables mutually-untrusted domains to access a subset of the cache in
a fully-associative fashion instead of set-associatively. With ordinary set-
associative caches, if the adversary notices that a cache line has been evicted,
the attacker gains information about which line the victim accessed. With a
fully-associative access scheme, the adversary gains no information besides
the fact that the victim accessed a cache line. Moreover, HybCache allows
security-insensitive programs, executing outside of an enclave, to access the
cache in the usual set-associative way, without any performance overhead.

In addition to proposing novel ways to mitigate side-channel leakage, we also
set out to leverage TEEs in order to improve the performance and privacy of
a number of distributed computation protocols.

1.5 IMPROVING PROTOCOLS WITH TEES

Ensuring trust and privacy in a distributed protocol without resorting to
a trusted third party is challenging. As an example, this is the case with
private execution of smart contracts over a cryptocurrency’s blockchain. A
general solution to this problem is Secure Multi-Party Computation (MPC),
which comprises a number of cryptographic techniques that allow mutually
distrusting parties to perform a computation without disclosing the inputs
and the intermediate results to any of the parties. However, MPC techniques
are very expensive in terms of computation time, network overhead, and
financial burdens.

TEEs can be leveraged to implement similar protocols while greatly reduc-
ing the amount of cryptography required, since TEEs are designed to protect
the confidentiality of data*. The introduction of a mutually trusted party in the
form of a TEE allows the computation to be performed in a straightforward
manner.

Similarly, the deployment of a TEE can introduce privacy guarantees in the
domain of voice recognition, where most users have no choice but to trust the
vendor not to abuse the data it collects. Below we describe our contributions
in both of these domains.

FASTKITTEN The advent of cryptocurrencies gave birth to the idea of a
smart contract, i.e., a secure and trustworthy way to run code according to
a specified set of inputs in response to a certain condition. The most well-
known smart contract platform is part of the cryptocurrency Ethereum. While
Ethereum made smart contracts accessible to a large community, it does not

As we discussed in Section 1.4, most industry implementations of the TEE concept can be attacked
using side-channel attacks; we also discuss our proposals to mitigate the possibility of these
attacks. In this Section, we consider an idealized TEE that can withstand such attacks.
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offer good support for code that is complex or that requires confidentiality of
data. This is because Ethereum requires a large number of nodes to run the
code of every contract every time it is executed. Moreover, it does not provide
means to keep data private without complex and expensive cryptography.
FastKitten [5, Appendix E] leverages a TEE to execute the smart contract in
a protected environment and introduces a protocol that ensures that the
participants and the TEE operator are treated fairly.

VOICEGUARD Voice recognition software is challenging to deploy in a
privacy-preserving way. The main issue is that voice recognition needs both
a voice recording and a machine learning model: the former belongs to the
user and should ideally not be disclosed to the vendor, while the latter belongs
to the vendor and should not be disclosed to competitors. The most common
solution is to run the recognition software on the vendor’s servers, leaving the
users no choice besides simply trusting the vendor to respect their privacy.
With VoiceGuard [3, Appendix C], we design a protocol that leverages a TEE
running on the vendor’s server to protect the confidentiality of the voice
recording during the recognition process on the vendor’s servers.

1.6 SUMMARY OF MY CONTRIBUTIONS

Like most academic works, the publications presented in this dissertation
would not have been possible without the collaboration and support of my
co-authors. Below I detail my contributions for each paper.

For Selfrando [1, Appendix A], the design was a collaboration between
Christopher Liebchen, Andrei Homescu, Per Larsen, and me. [ was the main
author of the implementation, starting from existing code for a different
project. I also performed the integration of the code within the Tor build
architecture and the performance evaluation. This paper was developed in
parallel with my master thesis [8]. While the thesis focuses on randomization
and contains more technical details, the paper focuses more on defending
against de-anonymization attacks on the Tor Browser and contains a new
security analysis.

For JITGuard [2, Appendix B], I was the lead author of the design of the
defense, in collaboration with Christopher Liebchen. I implemented most
of the defense (except a component written by David Gens) and performed
the evaluation. Christopher Liebchen developed and implemented the attack
DOJITA.

In VoiceGuard [3, Appendix C], Ferdinand Brasser led the design with the col-
laboration of all authors. I contributed the proof-of-concept implementation
and its evaluation, with the assistance of Korbinian Riedhammer regarding
voice recognition systems.

For DR.SGX [4, Appendix D], the idea was developed jointly by Ferdinand
Brasser, Alexandra Dmitrienko, Kari Kostiainen, and me, while I led the tech-
nical design. I also implemented the system and performed the evaluation.

For FastKitten [5, Appendix E], the idea is the fruit of the collaboration of
all authors. Lisa Eckey and Kristina Hostakova designed the protocol and its
security proofs. I led the implementation and performance evaluation of the
prototype.

For HybCache [6, Appendix F] I contributed to the design discussions with
Ghada Dessouky. I also performed the performance evaluation using an
architectural simulator I implemented starting from preliminary work of a
bachelor student.

Lastly, for CFInsight [7, Appendix G] I led the whole project, including
design, implementation and evaluation, with important feedback from Patrick
Jauernig and David Koisser.
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As mentioned in Chapter 1, memory corruption vulnerabilities allow the ad-
versary to access memory in a way that was not intended by the programmer.
Such vulnerabilities are particularly common in legacy programs written in
memory-unsafe languages. These languages, including C and C++, require
the programmer to manage memory manually, which is error-prone. As an
example, when iterating over an array in C, there is no built-in construct that
constrains memory accesses only to the array. Hence, if the programmer ne-
glects to put some form of boundary check in place, this unconstrained mem-
ory access can be leveraged by the attacker to mount a memory-corruption
attack. The goals of the adversary usually include reading and exfiltrating
some information, overwriting some of the program’s data, or completely
hijacking the program to perform arbitrary computation.

The simplest way to achieve arbitrary computation with a memory-corrup-
tion attack is through a code-injection attack, in which the adversary simply
injects some new code in memory and then redirects the control flow to
the new code. To counter such attacks, a new defense was widely deployed,
named W®X, which enforces the property that any memory page can either
be writable or executable, but not both; hence, the adversary cannot inject
any external code into executable memory.

As a result of the impossibility of directly injecting new code, adversaries
started resorting to code-reuse attacks, which aim to use existing code in an
unintended way to mount an attack of their choosing. Code reuse can be
performed at various levels: the adversary can simply redirect execution
to an existing function (e.g., in a return-to-libc attack), or can assemble the
desired functionality using a number of very short code sequences (e.g., in a
Return-Oriented Programming (ROP) [29] attack).

As we mention in Chapter 1, there are various approaches to limit the
effectiveness of these attacks, including software diversity, memory isolation,
and integrity checks. We discuss them in the following Sections.

2.1 SOFTWARE DIVERSITY

The core principle of software-diversity approaches is that, in order to transfer
control to the building blocks of a code-reuse attack, the adversary needs to
know the address in memory of each of these building blocks. Hence, the idea
is to prevent the adversary from learning the address of any specific piece of
code in the victim process.

2.1.1 Our Contribution
In the following paper:

[1] M. CONTI, S. CRANE, T. FRASSETTO, A. HOMESCU, G. KOPPEN, P. LARSEN, C.
LIEBCHEN, M. PERRY, and A.-R. SADEGHI. “Selfrando: Securing the Tor Browser
Against De-anonymization Exploits.” In: Privacy Enhancing Technologies Sympo-
sium. 2016. CORE2021 rank: A, CORE2014 rank: B. Included in Appendix A on
Page 45.

we present a load-time code randomization tool, Selfrando. Our tool acts at
load time, i.e., after the protected application is loaded from disk but before
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it starts executing. Selfrando randomly permutes the order of functions in
memory: after the permutation, the application’s code as a whole is still in
the same memory region, but the order of functions is different at every run.
Since the permutation only happens at load time, it has a minimal impact on
run-time performance (less than 1% on SPEC CPU2006 benchmarks).

Our tool is completely self-contained, so it can run in a standard environ-
ment. It does not depend on a custom compiler, so it can be integrated in an
existing build setup. It can also scale up to very complex codebases, including
a web browser. As a result, we successfully collaborated with members of the
Tor Project to prove the compatibility of Selfrando with their anonymous web
browser, Tor Browser. Selfrando was also included in the hardened version
of Tor Browser for Linux [67].

2.1.2 Related Work

ASLR The most widespread software-diversity approach is Address Space
Layout Randomization (ASLR), which is nowadays commonly deployed on
most commodity operating systems. It was first introduced in 2003 by the
PaX Team [23] and it consists of shifting a number of memory areas, e.g.,
executable code, stack, heap, and libraries, by a random offset. ASLR was a
very important first step against memory-corruption exploits, since it made
code-reuse attacks harder and had very little performance overhead. However,
ASLR has significant limitations. First, it suffers from low entropy on certain
platforms (e.g., only 9 bits on 32-bit Linux [1, Appendix A]); Selfrando offers
higher entropy. Second, if the attacker can disclose a pointer into a memory
area (e.g., the executable code), the attacker can compute the address of any
other portion of that memory area using trivial arithmetic. Since Selfrando
shuffles memory on a function granularity, any pointer the adversary manages
to leak only gives information about that function, but it does not give any
information about the location of the other functions. Hence, the amount
of information that can be gained from a pointer leak is substantially more
limited.

FINE-GRAINED RANDOMIZATION Over the years, a number of works
concentrated on the problem of constructing a randomization scheme which
is more fine-grained than ASLR.

Bhatkar et al. [26] propose a randomization scheme based on a source-
to-source transformation of C code. However, it suffers from a significant
overhead of 11% and only supports C.

ILR by Hiser et al. [38] is based on a virtual machine that interprets custom
binaries that use randomized instruction encodings. However, it suffers from
an even more significant overhead of 15% and it is not compatible with JIT-
compiled code, which is used, e.g., in web browsers to speed up execution of
JavaScript programs.

Giuffrida et al. [36] propose a compiler-based approach that periodically
re-randomizes the code. The downside of this approach is that it requires a
custom compiler and build infrastructure to be deployed on the end user’s
machine, which would hamper adoption by non-technical users.

Binary stirring by Wartell et al. [40] is a binary-only approach that random-
izes programs at install time, without needing the source code. Unfortunately,
binary-only approaches require disassembling the binary, which is an imper-
fect process. As a result, this tool requires a run-time component to handle
disassembly mistakes. It also relies on a commercial disassembler, which
would severely complicate a real-world deployment.

Marlin by Gupta et al. [44] is a more lightweight binary-only approach;
however, it can only handle simple binaries that disassemble without errors.
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XIFER by Davi et al. [43] is a binary-only load-time randomization tool. Its
downside is that it takes more than one second to randomize one megabyte
of code: as a result, processing a modern web browser would take multiple
minutes. Since processing takes place at load time, i.e., while the user is
waiting for the application to start, this solution is not practical for complex
software of this size.

Priyadarshan et al. [146] is another recently-proposed binary-only approach.
They achieve a run time overhead of only 2.26%. However, this is still sub-
stantially higher than Selfrando’s overhead.

Koo et al. [128] propose a hybrid approach, which leverages rich information
gathered at compile time and performs randomization at load time. It has an
overhead which is comparable to Selfrando; however, it requires a client-side
component, which limits the ability to deploy it in practice without support
from the operating system vendor.

LIMITATIONS OF RANDOMIZATION Snow et al. [49] show that, if the
attacker has access to an arbitrary read vulnerability, randomized code can
be simply read and disassembled by the attacker, who can then assemble a
custom exploit. This is possible regardless of the randomization granularity.
Moreover, Bittau et al. [54] showed that the read vulnerability is not even
necessary in some cases, if the adversary can observe whether the program
crashed or not when trying a specific input. As a result, a number of research
works [53, 63, 64, 79] have explored execute-only memory, which aims to pre-
vent memory-disclosure attacks in the first place. Recent hardware features
also enable efficient execute-only memory [61]. These execute-only memory
solutions still require a code randomization tool like Selfrando to randomize
the binary while they protect against memory-disclosure attacks.

2.2 MEMORY ISOLATION

The second approach we examine against memory-corruption attacks is mem-
ory isolation, which consists of introducing hardware or software barriers
between different components such that a vulnerability in one component
cannot be used to access a different component. Memory isolation can be
applied in a number of ways.

In the sandbox model, a component which is subject to higher risk of com-
promise, e.g., because it processes untrusted data, is denied access to the rest
of the system, except for well-defined interfaces, with the aim of containing a
possible compromise inside the component.

Conversely, in the enclave model, a component that is particularly interest-
ing for the attacker to compromise, e.g., because it contains sensitive data
or encryption keys, is protected from the rest of the system such that other
components can only access it through well-defined interfaces.

Below we show how we can apply the latter model to protect a sensitive
component of a web browser.

2.2.1 Our Contribution

As we mentioned, modern web browsers are very complex and are com-
posed of a high number of components. Web applications are also increasing
in size and complexity. In order to run these applications with acceptable
performance, web browsers adopt a number of techniques, including Just-
In-Time (JIT) compilation of JavaScript code. With this technique, a browser
automatically identifies JavaScript functions that are executed often and com-
piles them into native code, which can be directly executed by the hardware
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without the need for a JavaScript interpreter. After a small initial performance
penalty due to the compilation, execution speed of native code is significantly
faster than a traditional interpreter.

However, this process introduces the possibility of inserting additional
code into executable memory. If the adversary can read and write arbitrary
memory through a vulnerability, it is possible to hijack the JIT compilation
process and produce malicious executable code, which the adversary can
later call [2, Appendix B].

In the following paper:

[2] T.FRASSETTO, D. GENS, C. LIEBCHEN, and A.-R. SADEGHI. “JITGuard: Hard-
ening Just-in-time Compilers with SGX.” in: ACM Conference on Computer and
Communications Security (CCS). 2017. CORE2021 rank: Ax. Included in Appendix B
on Page 61.

we introduce JITGuard, a memory-isolation defense that protects the integrity
of the JIT compilation process.

JITGuard protects the JIT compiler inside an Intel SGX enclave, making it im-
possible for the attacker to interfere with its data. However, the JIT-compiled
code exists outside of the SGX enclave, in order to allow fast switches to and
from static code. Moreover, JITGuard protects JIT-compiled code from code-
injection and code-reuse attacks by leveraging a data hiding scheme. The
location of the JIT-compiled code is protected by trampolines and data scrub-
bing, while efficient code updates are allowed through a second memory
mapping, which is writable and randomized. Our proof-of-concept imple-
mentation protects Firefox’s JavaScript engine and shows an overhead of
9.8%.

2.2.2 Related Work

CODE-INJECTION ATTACKS AND DEFENSES FOR JIT COMPILERS ]JIT
compilers change the JIT-compiled code often, e.g., to add a new function,
to optimize existing code, or to remove code that is no longer needed. As
a result, memory permissions of memory pages containing JIT code were
traditionally set to RWX, i.e., both execution and modification were enabled
at the same time. While convenient, this setup is a violation of the W®X policy.
An attacker could simply inject new code and run it [83].

JIT compilers that respect the W®X policy have been proposed in the aca-
demic world [35, 42] and a similar approach has been deployed in commercial
browsers as well [70].

However, these schemes require switching the memory from executable
to writable when the code needs to be modified. This brief window when
the code is writable can still be exploited, as shown by Song et al. [76]. As
a mitigation, they propose to move the compiler to a separate process, so
that the executable memory is never writable in the main browser process.
While effective, this defense requires a tremendous amount of Inter-Process
Communication (IPC), leading to overheads as high as 50%. A similar approach
has been deployed in Microsoft Edge [84, 111]. A downside of this effort is that
it breaks the synchronous call semantics of existing JIT-enabled JavaScript
engines, since code modification relies on asynchronous IPC instead. As a
result, adapting a JIT compiler to this model is a “non-trivial engineering
task" [111].

In contrast to the separate-process approach, interactions with the SGX
enclave used in JITGuard preserve conventional synchronous call semantics,
leading to an easier adaptation task.
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CODE-REUSE ATTACKS AND DEFENSES FOR JIT COMPILERS Even if
the adversary is successfully prevented from injecting new code, the adver-
sary still has another opportunity to influence JIT-compiled code: by forcing
the compiler to emit malicious code fragments, e.g., by embedding it into
constants [31]. For more details about these attacks, we refer the reader to
the SoK paper by Gawlik et al. [123].

A possible defense approach is to monitor system calls originating from
JIT-compiled code and reject them [32]; however, this only works if benign
JIT-compiled code never contains system calls, and does not protect against
code-reuse attacks that do not directly invoke system calls.

A different approach is constant blinding [31], which consists of storing
constants xor-ed against a random value, so that attacker-controlled constants
only exist in registers but not in memory. However, for performance reasons,
this approach is usually not applied to small constants [109], which can be
still exploited by the adversary [60].

Yet another defense technique is to apply code randomization to
JIT-compiled code [45]; however, code randomization is vulnerable to
memory disclosure attacks, as we discuss in more detail in Section 2.1.2.

Control-Flow Integrity (CFI) can be leveraged too [57], with an overhead
of 14%. This approach does not detect attacks that do not deviate from the
expected Control-Flow Graph (CFG), e.g., data-only attacks.

Software Fault Isolation (SFI) can be applied to JIT-compiled code as well;
however, this can lead to overheads greater than 20% [34].

Lastly, NoJITsu by Park et al. [145] builds on the JITGuard design to construct
an even more comprehensive defense that protects the JavaScript interpreter
as well as the JIT compiler. However, this defense leverages and requires
Intel’s Memory Protection Keys (MPK) hardware extension. MPK was not avail-
able at the time JITGuard was designed and is still only available on a limited
number of processor models. JITGuard builds on SGX instead, which is widely
available on recent Intel processors.

IMPACT OF SGX DATA LEAKAGE ATTACKS As we explain in more details
in Section 3.1.2, a number of side-channel data-leakage attacks have been
demonstrated against SGX. However, most of these attacks undermine the
confidentiality of SGX, not its integrity.! In JITGuard, the adversary needs to
alter the internal data of the compiler, but gains no advantage by simply know-
ing it. The only exception is the location of the secret randomized memory
region; however, it would be challenging for the attacker to leak it, since our
adversary has no access to cache-related and other low-level instructions
(unlike the standard SGX threat model, where the host application and the
operating system may be under control of the adversary).

2.3 CONTROL-FLOW INTEGRITY

The core idea of Control-Flow Integrity (CFI) is to make sure function call sites
can only call intended call targets, while unintended calls are blocked. This
way, the program’s control flow is not compromised by the adversary, i.e., its
integrity is preserved.

A CFI scheme requires various components. The enforcement component
has the responsibility of deciding whether or not to block a particular call at
run time, based on a CFI policy. The CFI policy, produced by a policy genera-
tor, describes which calls are allowed and which are not, based on different
criteria.

Some attacks have been proposed that introduce faults in SGX enclaves [19, 143], thus undermin-
ing the integrity of the enclave. However, making the JIT compiler malfunction (and probably
crash) does not give our adversary any advantage.

11
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CFI policies can be defined at various levels of granularity. As an example, a
simple coarse-grained CFI policy is to allow every call site to call any function.
While simple, this policy already blocks any call into the middle of a func-
tion, hence severely complicating ROP attacks. However, full-function reuse
attacks are still possible. In order to mitigate them as well, finer-grained CFI
policies can be defined.

A general approach to generate a CFI policy is to start from the Control-Flow
Graph (CFG) of the program to protect. A CFG is a graph containing all basic
blocks of a program as nodes, and all expected control flow transfers as edges.
Extracting a precise CFG of a program is a well-known problem; however, it
is possible to produce approximated CFGs.

Having a CFG, a simple CFI policy is to allow a control flow transfer if and
only if the corresponding edge is present in the CFG. This constraint can
also be relaxed for performance reasons: a common optimization is to assign
every function a numeric label and only allow each call site to call functions
with one specific label. The downside of this approach is that any function
callable from the same call site needs to have the same label, leading to a loss
in precision. Another approach, often deployed in the real world, is to check
that the function type signature of the callee matches the one expected at
the call site; a simplified variant is to just check the number of arguments,
without considering their types.

Given this wide variety of CFI approaches, it is important to be able to
compare them in terms of various properties, including performance impact
and security guarantees. Measuring the performance impact of a CFI imple-
mentation can be performed in a straightforward way by comparing the run
time of a benchmark suite with and without the CFI protection. However,
defining a CFI security metric is not trivial. The most commonly-used metric,
Average Indirect-target Reduction (AIR) [52], is defined as the mean of the ratio
between the number of allowed call targets and the total possible targets.
However, AIR is not an effective CFI security metric, for two reasons. First,
most CFI implementations report similar AIR values higher than 99% [99],
which complicates a direct comparison. Second, even CFI schemes with very
high AIR have been shown to be vulnerable to attacks [55, 56]. Hence, AIR is
not an adequate means to measure the security of CFI variants. We mention
other CFI metrics and their shortcomings in Section 2.3.2.

2.3.1 Our Contribution
In the following paper:

[71 T. FRASSETTO, P. JAUERNIG, D. KOISSER, and A.-R. SADEGHI. “CFInsight: A
Comprehensive Metric for CFI Policies.” In: Network and Distributed System
Security Symposium (NDSS). 2022. CORE2021 rank: Ax. Included in Appendix G
on Page 133.

we start from the observation that not all basic blocks are useful to the ad-
versary. Since a pure ROP attack is mitigated by even coarse-grained CFI, the
best path the adversary has to arbitrary code execution is to invoke a system
call and change the memory permissions. Even if the adversary wants to
attack the operating system or exfiltrate some files, one or more system calls
are required. Hence, we introduce a new CFI metric, named CFGInsulation,
which is based on the assumption that the adversary needs to reach a system
call instruction. Our metric is formulated such that a program is more secure
if the distance to a system call instruction is higher. Additionally, the program
is less secure if there are many independent paths leading to the system call
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instruction. By computing this metric for a program protected by various CFI
variants (as well as unprotected) we can compare their security effectiveness.

Moreover, we define a new CFI policy generator, named NumCFI, which
enforces the property that the distance to a system call instruction can de-
crease at most by 1 at every basic block transition. As a result, the adversary
is prevented from taking “shortcuts” to reach a system call. We show how
NumCFI is effective both on its own and combined with other existing CFI
policy generators.

Finally, we show a proof-of-concept implementation of a CFI enforcement
mechanism capable of enforcing a NumCFI policy, with a run time overhead
of 1.27%.

2.3.2 Related Work

CFISCHEMES In 2005, Abadi et al. [25] introduce the concept of CFI. Their
design is based on labels, just like many later CFI variants. As we mentioned
earlier, a label-based CFI approach assigns a single numeric label to every
possible call target, then instruments indirect calls so that the actual label of
the callee is checked against the expected label value. This effectively splits
callers and callees in equivalence classes, one for each possible label value.
Our novel policy generator NumCFI is orthogonal to label-based approaches,
as it is based on an ordering relation instead of a equivalence relation. The
same paper [25] also introduces the first CFI implementation, which uses
just one label for all address-taken functions. It instruments binaries using a
proprietary instrumentation tool.

Zhang et al. [52] propose a binary-only instrumentation tool, without the
need to have any access to the build process. Zhang et al. [51] propose a
randomized CFI approach which leverages a “springboard section”; indirect
control transfers need to know the correct entry for the intended callee in the
springboard. Tice et al. [58] extend this technique by also protecting virtual
C++ calls. Lockdown by Payer et al. [73] dynamically generates CFI checks at
run time.

A number of research efforts leverage function parameter type information
to restrict control-flow transfers. TypeArmor by Van Der Veen et al. [93]
extracts the number of parameters of each function using binary analysis,
then instruments code to only allow function calls if enough arguments are
passed. RAP by the PaX Team [72] and TCFI by Muntean et al. [129] also
consider the parameter types in order to decide whether to allow a control-
flow transfer. MARX by Pawlowski et al. [113] and VCI by Elsabagh et al.
[103] further refine the type system by taking into account C++-specific virtual
calls based on virtual tables. Clang, the front-end of the LLVM project, also
includes a type-based CFI protection based on the dynamic types of variables.
In general, type-based CFI implementations tend to have a low overhead
and good compatibility. Hence, they are often deployed in the real world.
However, they do not consider the distance of basic blocks to system calls or
other attacker targets, so that some attacks are still possible [122].

Another research direction is to integrate additional contextual information
into the CFI policy. As an example, a context-sensitive CFI policy considers not
only the basic block that contains the call site, but also the call stack [77, 102,
125]. CFInsight does not support context-sensitive CFI in the current form,
but the approach can be applied to model context-sensitive policies as well.

EXISTING CFI SECURITY METRICS As we already mentioned, security
metrics for CFI are important tools to compare the effectiveness of various
CFI schemes.

13
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The most widespread CFI security metric is Average Indirect-target Reduction
(AIR), which was introduced in 2013 by Zhang et al. [52]. In order to compute
AIR, one must consider every indirect control transfer instruction; specifically,
how many targets are allowed by the CFI policy and how many targets are
possible without CFI. AIR is then defined as the mean of the ratio between
the allowed targets and the possible targets. Similarly, ATA by Ge et al. [82] is
defined as the average number of allowed targets, without considering the
total number of possible targets. iCTR by Muntean et al. [139] is defined as
the sum of the number of the allowed targets over all indirect control transfer
instructions. Lastly, QuantitativeSecurity by Burow et al. [99] is defined as
the ratio between the number of CFI equivalence classes and the size of
the largest equivalence class. These metrics do not consider the specific
position of a basic block inside the CFG and the block’s connectivity; our
metric CFGInsulation improves on this by considering the paths from basic
blocks to system calls.



SIDE-CHANNEL ATTACK MITIGATIONS

As we mentioned, memory-corruption attacks leverage vulnerabilities in a
program to subvert its behavior. Side-channel attacks are even more devious, as
they allow the adversary to extract information even from a bug-free program.

Side-channel attacks are only possible if both the attacker and the victim
can access the same resource, e.g., a shared cache or buffer. In general, a
side-channel attack requires three steps. First, the adversary sets up the
shared resource so that it is in a known state. Second, the victim executes
for some amount of time. Third, the adversary examines the state of the
shared resource, compares it with the previous known state, and extracts
secret information from the difference in state.

We will focus on cache-based side-channel attacks. On modern computers,
caches are used to provide lower-latency access to recently-used data. All
data in main memory is divided into cache lines; when the processor needs
to access some data, it requests the corresponding cache line(s) from the
cache. If the data is available in the cache, it is promptly returned to the
processor, otherwise it is fetched from the memory. Multiple levels of caches
are possible and commonplace.

Most modern shared caches are accessed in a set-associative way. This
means that the cache is divided in a number of sets; each cache line can only
be stored into a specific set, depending on its address in main memory. In
this context, the attacker can perform a simple cache-based side-channel
attack by filling the entire cache, letting the victim execute, then checking
how many of the attacker’s cache lines are still in cache. Each cache line of
the attacker that is no longer in the cache was evicted by a cache line of the
victim. Hence, if a line of the attacker was evicted, the attacker knows that the
victim accessed a cache line within the same cache set. This knowledge about
(partial) addresses accessed by the victim can be leveraged in a number of
ways, but it is especially powerful if the victim executes some cryptographic
operation and the memory accesses depend on a secret key.

3.1 SOFTWARE-ONLY SIDE-CHANNEL MITIGATIONS

Cache policies are implemented by hardware. In most cases, independent soft-
ware vendors design their code for a commodity hardware platform, which
cannot be changed. If the hardware is fixed, the algorithm can be imple-
mented in such a way that side-channel leakage is minimized. It is possible
to change the algorithm manually (e.g., by accessing all items of an array
instead of only accessing the one required variable) so that no discernible pat-
tern exists in the victim’s memory accesses. However, side-channel-resilient
implementations require a substantial amount of manual effort by security
experts, while still being error-prone. Hence, we designed a tool capable of
automatically protecting access to data, without the need for manual analysis.

3.1.1 Our Contribution

Cache-based side-channel attacks are particularly relevant on SGX, as such
attacks are purposefully excluded from the official SGX thread model. To
mitigate these attacks, in the following paper:
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[4] F. BRASSER, S. CAPKUN, A. DMITRIENKO, T. FRASSETTO, K. KOSTIAINEN, and
A.-R. SADEGHI. “DR.SGX: Automated and Adjustable Side-Channel Protection
for SGX using Data Location Randomization.” In: Annual Computer Security
Applications Conference (ACSAC). 2019. CORE2021 rank: national USA, CORE2018
rank: A. Included in Appendix D on Page 83.

we design and implement an automated data randomization framework for
SGX enclaves. Our approach is agnostic to the application semantics and
does not require manual annotations. The data is randomized at the granu-
larity of a cache line, thus mitigating both paging-based and caching-based
side channels, and is periodically re-randomized to mitigate correlation at-
tacks. Our evaluation shows that DR.SGX causes overheads between approx-
imately 5x and 11x, depending on the re-randomization frequency, unlike
approaches based on Oblivious RAM (ORAM), which have overheads in the
order of 100x [135].

3.1.2 Related Work

SIDE-CHANNEL ATTACKS ON TEES In SGX, memory management, in-
cluding paging, is managed by the operating system [80], which is considered
untrusted. As a result, the operating system can very easily build a noise-free
side channel based on paging [78, 119], which leaks the address of every mem-
ory access with the granularity of a page (4 KB). In addition to the paging-based
side channel, an adversary can also leverage leakage based on a caching-based
side channel. A cache-based side channel is subject to noise, but it can leak
more fine-grained information than paging [98, 106, 112, 115, 124]. Combining
leakage based on paging and caching is possible, which leaks the address of
memory accesses with the granularity of a cache line (64 bytes).

TRANSIENT EXECUTION ATTACKS ON TEES Inrecentyears, anumber of
attacks have been proposed that leverage transient execution vulnerabilities,
e.g., Foreshadow [134]. These attacks leverage side channels that had not
been demonstrated previously; Intel patched them in microcode updates
and fixed them in hardware for later products [120]. DR.SGX focuses instead
on cache-based and paging-based side channels, which are still possible on
current hardware.

SIDE-CHANNEL DEFENSES One of the best options for the adversary is
to deploy the attack code on the logical partner of the victim core, so that
both can access the same L1 cache. This is only possible if Simultaneous Multi-
Threading (SMT) is supported and enabled on the processor. As a mitigation,
Intel introduced the possibility to disable this feature, and included this setting
in the attestation report [137], in order to allow remote parties to only trust
enclaves that run without SMT. Varys by Oleksenko et al. [130] achieves the
same goal by running two threads at the same time and periodically checking
that they are executing on two logical partner cores. However, it does not
protect the Last-Level Cache (LLC), which can be accessed by other physical
cores. Moreover, blocking two logical cores or even disabling SMT altogether
limits the processing power of the machine and does not protect against the
paging-based side channel. In contrast, with DR.SGX all other logical cores
remain available.

A number of research works leverage ORAM to protect execution in a TEE.
ORAM [20, 22, 37, 41, 50, 75] was originally developed in a client-server en-
vironment and allows oblivious accesses to memory, i.e., an adversary that
monitors traffic cannot learn which data is being accessed. Oblivious execution
enhances ORAM by also preventing the adversary from learning what pro-
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gram instructions are executed and which control flow paths are followed [46,
47, 69]. Obfuscuro by Ahmad et al. [135] is an oblivious execution implemen-
tation for SGX. The overhead of full oblivious execution on SGX is significant,
with an average of 83x and peaks of 220x. In contrast, DR.SGX’s overhead is
lower by an order of magnitude.

Sinha et al. [118] automatically protect a program written in a custom lan-
guage from paging-based side channels. However, unlike DR.SGX, it does not
support legacy code.

Raccoon by Rane et al. [74] provides targeted protection for specific data,
relying on developer annotations. Protected data is then accessed obliviously.
Similarly, CoSMIX by Orenbach et al. [140] is a compiler-based framework
that identifies sensitive data based on annotations and static analysis. DR.SGX
does not require developer annotations.

A different line of research aims to develop leakage-resilient algorithms
and application-specific defenses, e.g., for machine learning algorithms [92],
for the MapReduce framework [71], for a database [104], or for encrypted
search [121]. Application-specific defenses can be very effective in the specific
case but require substantial effort to be designed and implemented; DR.SGX
strives to be generally applicable with limited additional effort.

A number of works focus on detecting attacks that require frequent interrup-
tions: T-SGX by Shih et al. [117] leverages Intel’s Transactional Synchronization
Extensions (TSX), while Déja Vu by Chen et al. [100] monitors the execution
time.

Cloak by Gruss et al. [107] also uses TSX to touch a number of cache lines
before sensitive memory accesses to developer-annotated code regions, mak-
ing them atomic. Due to the complexity of loading large amounts of data in
the cache, Cloak can have overheads up to 30x in some cases. Moreover, these
approaches can only be deployed on processors that support TSX.

Autarky [144] mitigates the paging-based side channels by allowing the
enclave to control paging; however, it requires hardware modifications.

Code diversity approaches [62] can also be deployed in the context of a
TEE, complementing the data randomization proposed in DR.SGX. As an
example, SGXShield by Seo et al. [116] demonstrates code randomization for
SGX; however, its implementation is incomplete [11].

NEW CACHE ARCHITECTURES A different approach to eliminate caching-
based side-channel leakage at its root is to redesign the cache architecture
with this goal in mind. We describe our own proposal in Section 3.2.1 and the
related work in Section 3.2.2.

3.2 HARDWARE-ASSISTED SIDE-CHANNEL MITIGATIONS

In contrast to software-only side-channel mitigations, which we considered
in the previous Section, hardware-assisted side-channel mitigations leverage
one or more hardware security features to protect programs. On the one
hand, due to the dependency on custom hardware features, these defenses
are not easily deployable on existing platforms. On the other hand, hardware
modifications can solve the problem at its root, providing enhanced security
guarantees with limited performance overhead.

In the context of cache-based side channels, a simple and secure solution
is to partition the cache, so that each program has exclusive use of a portion
of the cache. However, cache partitioning has the substantial drawback that
the number of possible partitions is limited and that each program gets an in-
creasingly small amount of cache, leading to performance slowdowns. While
these issues can be partially alleviated by assigning multiple programs to the
same partitions, cache partitioning still imposes a significant overhead. This
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is especially unfortunate if some of the programs are not sensitive and do not
require protection at all.

3.2.1 Our Contribution
In order to address this problem, in the following paper:

[6] G.DESSOUKY, T. FRASSETTO, and A.-R. SADEGHI. “HybCache: Hybrid Side-
Channel-Resilient Caches for Trusted Execution Environments.” In: 29th
USENIX Security Symposium. 2020. CORE2021 rank: Ax. Included in Appendix F
on Page 115.

we introduce HybCache, a hybrid cache design that combines a traditional set-
associative cache and a leakage-resilient fully-associative subcache. The core
observation at the base of HybCache is that only a subset of the programs on a
system are security-sensitive and require protection against side channels;
often, the majority of the executing code does not require protection. As an
example, if the workload of a system is already split between a few trusted
components (that run in TEEs) and the rest of the code, it is likely that only the
trusted components require side-channel protection. The rest of the workload
likely does not require protection.

Hence, HybCache caches are accessed differently, depending on whether
the requester is security-sensitive or not. If the request comes from a security-
insensitive program, the whole cache is accessed set-associatively, as usual.
However, a portion of the cache, called subcache, can also be accessed fully-
associatively by security-sensitive code. Moreover, security-sensitive requests
use a random replacement policy. Since these access and replacement policies
are independent from the address of the data accessed, it is impossible for an
adversary to gain any information regarding which addresses the victim is
accessing. While the adversary cannot learn anything about which memory
addresses are accessed by the victim, a powerful adversary can still observe
that the victim performed some memory accesses. While unfortunate, this
leakage can only be solved by full cache partitioning, which has substantial
performance overhead.

As a consequence of our design, security-insensitive cache accesses sustain
no overhead in our evaluation. Security-sensitive accesses show overheads of
3.5%-5%, which is a small price considering the side-channel protection.

3.2.2 Related Work

CACHE PARTITIONING The core idea of cache partitioning is to divide
the cache in multiple partitions so that different components of the workload
(e.g., components or TEEs) cannot interfere with each other’s cache lines,
preventing cache-based side channels.

Cache partitioning can be realized by splitting the available cache in dis-
jointed subsets, either through hardware modifications or using just software.
An example of the latter is page coloring, a technique based on choosing the
physical address of memory pages in such a way that different components
use disjointed groups of cache sets.

A similar result can be achieved by enforcing a cache flush when a context
switch between mutually distrusting components happens. Clearly, this is
only applicable to private caches (which are only accessed by one component
at a time).

Static cache partitioning can lead to slowdowns in the order of 40% even
with only two partitions [94]; increasing the number of partitions decreases
their size, leading to even higher overheads. SecDCP by Wang et al. [94] and
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CacheBar by Zhou et al. [95] dynamically manage the size of each partition
depending on each application’s requirements to try and reduce the overhead.
In Sanctum by Costan et al. [81], private caches are flushed on context switch,
while shared caches are partitioned. Since the minimum size of partitions is
fixed, they do not scale well to a higher number of partitions. The overhead
also applies to security-insensitive code, unlike HybCache which does not slow
it down. Chunked-Cache by Dessouky et al. [101] partitions shared caches
based on more flexible chunks, unlike previous approaches that use way-
based partitioning, allowing for better scalability.

A number of works partition the cache between security-sensitive and
security-insensitive portions. StealthMem by Kim et al. [39] achieves this
through page coloring, while CATalyst by Liu et al. [90] leverages Intel's Cache
Allocation Technology (CAT). PLcache by Wang et al. [30] includes hardware
modifications that allow sensitive processes to lock some lines into the cache
so that they cannot be evicted by other processes. All of these solutions reduce
the amount of cache which is usable by security-insensitive programs, unlike
HybCache.

It is important to note that partitioning caches on commodity hardware
requires the cooperation of the operating system. Hence, it is not suitable for
user-space TEEs like SGX. We describe some TEE-compatible approaches in
Section 3.1.2.

CACHE RANDOMIZATION A number of approaches have been proposed
that randomize the mapping function from the memory address to the possi-
ble locations in cache. RPCache by Wang et al. [30] randomly reassigns cache
lines from a cache set to another, while NewCache by Liu et al. [91] randomizes
the mapping at the cache line level. Time-Secure Cache by Trilla et al. [133]
uses a mapping function that depends on the ID of the requesting process.
ScatterCache by Werner et al. [142] uses a different pseudo-random cache set
mapping for each security domain. While these approaches obfuscate the
mapping algorithm, they still have a deterministic mapping of cache lines
to portions of the cache. As a result, an attacker can still correlate access
patterns given enough repetitions, unless the mapping function is re-keyed,
which imposes overheads.

Mirage by Saileshwar et al. [148] uses indirection to decouple the tag store
from the data store, in order to allow for a fully-associative cache with lookup
performance similar to set-associative caches. However, the performance
overhead of this design applies to the whole workload, while HybCache does
not impose overheads on non-security-sensitive code.
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In the previous chapters we have proposed a number of system-level security
mitigations against run-time attacks. A number of works have focused on
leveraging TEEs for security purposes or protecting them from attacks. We
now conclude with two examples of how TEEs can be used to significantly
simplify the design of protocols.

In general, when mutually distrusting parties want to collaborate in a pro-
tocol, a simple solution is to resort to a trusted third party, which can collect
inputs from all participants and then securely conduct the protocol. Often,
though, finding a third party which is trusted by all participants is impractical
or even impossible.

A general solution to this problem is Secure Multi-Party Computation (MPC),
which is a cryptographic technique that allows mutually distrusting parties to
perform a computation without disclosing the inputs and the intermediate
results to any of the parties. However, MPC techniques are very expensive in
terms of computation time and network overhead.

The use of TEEs allows for significant improvements in the performance
compared to MPC approaches, without the need to trust anyone (besides the
hardware manufacturer). TEEs can then be used similarly to a “programmable
trusted third party”, with the added advantage of remote attestation, through
which every participant can get a confirmation that the TEE is executing the
expected program.

As we mentioned in Chapter 3, TEEs can be vulnerable to a number of side-
channel attacks; however, a number of mitigations have been proposed as
well (Sections 3.1.1, 3.1.2, 3.2.1 and 3.2.2). In this Chapter we consider idealized
TEEs that can withstand these attacks.

4.1 AUTOMATED SPEECH RECOGNITION

Automated speech recognition is an increasingly used technique, e.g., by a
number of smart digital assistants. Speech recognition is usually performed
through machine learning. Machine learning models are provided by a hand-
ful of vendors, which want to protect them from their competition and prefer
to keep them on their own servers. However, these models require the record-
ing of the user’s voice in order to work. The voice recording often contains
sensitive biometric data and user information.

Traditionally, the voice recognition process happens on the vendor’s servers:
this effectively protects the machine learning models, but the user has no
guarantee on how the recording is processed. Conversely, performing the
recognition directly on the user’s device protects the recording, but leaves
the models vulnerable.

4.1.1 Our Contribution
To address this problem, in the following paper:

[3] F. BRASSER, T. FRASSETTO, K. RIEDHAMMER, A.-R. SADEGHI, T. SCHNEIDER,
and C. WEINERT. “VoiceGuard: Secure and Private Speech Processing.” In:
Interspeech. 2018. CORE2021 rank: A. Included in Appendix C on Page 77.
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we leverage an SGX enclave to securely process voice commands while pro-
tecting both the recording and the recognition models. The voice recognition
algorithm, which does not contain secret information, is prepared by the
vendor and made available to the users, who can inspect it and make sure
that the recording is not disclosed. The vendor then prepares a TEE which
executes the published code (users can verify this through remote attestation).
The TEE receives, in encrypted form, the voice recognition models and the
voice recording; it then processes the recording and only releases the textual
representation of the user’s command. Through this design, both parties can
be sure that their data is kept confidential.

In our evaluation, we show that this design is realistic and that real-time
processing of voice recordings is possible.

4.2 EFFICIENT SMART CONTRACTS ON LEGACY BLOCKCHAINS

Cryptocurrencies are prominent examples of decentralized systems, which do
not rely on any central trusted party. Earlier examples, including Bitcoin, only
support simple operations like transfer of funds. Later cryptocurrencies, like
Ethereum, expanded their feature set to include smart contracts, i.e., pieces of
code that can implement arbitrary computation. However, Ethereum imposes
significant limitations and costs for smart contracts, which limit their possible
complexity; Bitcoin does not support them at all.

4.2.1 Our Contribution
To address this problem, in the following paper:

[5] P.Das,L.ECKEY, T. FRASSETTO, D. GENS, K. HOSTAKOVA, P. JAUERNIG, S. FAUST,
and A.-R. SADEGHI. “FastKitten: Practical Smart Contracts on Bitcoin.” In: 28th
USENIX Security Symposium. 2019. CORE2021 rank: Ax. Included in Appendix E
on Page 97.

we propose FastKitten, which allows efficient execution of smart contracts in
a TEE. Due to the flexibility and simplicity of programming a TEE, FastKitten
can support complex smart contracts; their execution is efficient, since they
can be executed just once instead of on multiple nodes. In most cases the
execution does not interact with the blockchain, which allows real-time in-
teraction between participants and the contract. Moreover, FastKitten can be
deployed on top of simpler blockchains that do not support smart contracts;
we show this by demonstrating a proof-of-concept implementation based on
Bitcoin. Lastly, smart contracts in FastKitten keep their state private by design,
unlike distributed smart contracts on Ethereum, whose data is inherently
public.

4.3 RELATED WORK

CRYPTOGRAPHIC TECHNIQUES Secure Multi-Party Computation (MPC)
is a class of cryptographic techniques that allow multiple parties to collab-
oratively perform a computation without disclosing the inputs or interme-
diate results to the parties. The most significant advantage of MPC is that
it does not require a trusted third party: the protocol itself guarantees the
data confidentiality. A number of solutions have been proposed that leverage
MPC to evaluate machine learning models [108, 126, 131, 132], including for
voice recognition [48, 105], and to run smart contracts interacting with a
blockchain [68, 87, 88]. However, MPC imposes very high overheads in terms
of networking messages, processing speed, and start-up times; the latter is
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particularly unfortunate for real-time speech recognition, while the former
two are challenging in any scenario.

TEES FORMPC AND SPEECH RECOGNITION Alogical stepistointroduce
TEEs into MPC protocols [66, 86, 97]. The introduction of TEEs decreases
computation and networking overheads significantly; however, it requires
trusting the platform vendor and its hardware, while traditional MPC only
requires trusting the protocol.

After the publication of VoiceGuard, we also worked on Offline Model
Guard [16], which runs speech recognition tasks on a user’s device. Similarly
to VoiceGuard, OMG protects the confidentiality of the speech recognition
model using a TEE. However, since the model runs on the user’s device, it
can be used even without an active network connection.

TEE APPLICATIONS FOR SMART CONTRACTS INTERACTING WITH A
BLOCKCHAIN The popular cryptocurrency platform Ethereum supports
smart contracts, which are pieces of code that live on the blockchain and can
interact with different (untrusted) users. Smart contracts are executed by a
large number of nodes; hence, tampering with them is considered infeasible
(except in the case of programming errors). While the existence of smart
contracts allowed the creation of a wide variety of decentralized services,
Ethereum contracts have some downsides. First and foremost, they are in-
herently public, along with their input data. Second, it is expensive to run
complex smart contracts, due to the fact that they need to be run by a large
number of nodes. Third, they are only possible on Ethereum; Bitcoin, another
popular cryptocurrency, does not support complex smart contracts.

A common approach to address some of these challenges is to create
so-called second-layer solutions, like state channels [110], Arbitrum [127] or
Plasma [114]. These approaches have the disadvantage that, if the parties do
not agree on the result of a smart contract, the dispute has to be resolved on
the blockchain, which is expensive.

Similarly to FastKitten, Ekiden [136] leverages a TEE to run smart contracts
off-chain. However, Ekiden only supports input from one client at a time and
only receives inputs from the blockchain, leading to low throughput and high
costs for interactive programs. With FastKitten, the whole program execution,
possibly including multiple rounds of inputs, happens offline in the optimistic
case. Hyperledger Avalon [141] is an industry proposal with downsides similar
to Ekiden.
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Due to the rising complexity of computer systems and programs, ensuring
that a program is bug-free is increasingly impractical. While manual and
automated bug-finding strategies are important and beneficial, they are not
sufficient. Hence, it is also important to develop vulnerability mitigation
strategies, which aim to make the exploitation of these vulnerabilities signifi-
cantly harder or even impossible.

We start our presentation in Chapter 2, in which we focus on defenses
against run-time attacks.

Selfrando [1, Appendix A] is a load-time code randomization tool. It applies
fine-grained randomization to existing applications every time they start,
while allowing the use of traditional distribution channels and debugging
tools. The use of randomization makes it significantly harder for the attacker
to know the location of any piece of code in memory, which is required to
mount memory-corruption attacks.

JITGuard [2, Appendix B] uses memory isolation to protect from tampering
the internal data of a Web browser’s JIT compiler. It leverages an SGX enclave
to isolate the JIT compiler from unintended accesses. It also mitigates other
attacks on JIT-compiled code by randomizing its location in memory and
using a trampoline layer. JIT-compiled code resides outside of the enclave in
order to preserve performance.

CFInsight [7, Appendix G] introduces new metrics to evaluate the security
effectiveness of CFI policies. It considers all paths from possible memory
corruption points to system call instructions to quantify how hard it is for
the adversary to reach its goal. The same paper introduces a new CFI policy
generator, NumCFI, which enforces the property that the distance to a system
call instruction can decrease at most by 1 at a time. NumCFI prevents the
attacker from “taking shortcuts” to a system call instruction.

In Chapter 3 we move our focus to a class of attacks which are even more
devious: side-channel attacks on TEEs.

DR.SGX [4, Appendix D] is a software-only randomization tool for data inside
of an SGX enclave. The location of all data inside the enclave is randomized
in order to mitigate side-channel attacks that aim to understand the address
where some variable is located. Periodic re-randomization is used when
the enclave runs for an extended amount of time. The data permutation is
stored efficiently leveraging small-domain encryption, while a side-channel-
oblivious permutation cache improves performance.

HybCache [6, Appendix F] leverages a new cache paradigm to prevent a
number of cache-based side-channel attacks at the root. Security-sensitive
datarequests are processed fully-associatively and with a random replacement
policy in a special part of the cache. As a result, it is impossible to mount an
attack that leaks the address of a variable. Security-insensitive data requests
access the cache using the traditional set-associative scheme, and hence, their
performance is unaffected.

Lastly, in Chapter 4 we present two applications of TEE technology.

In VoiceGuard [3, Appendix C] we show how a TEE can be used to perform au-
tomated voice recognition while protecting from disclosure both the machine
learning model and the voice recording.
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In FastKitten [5, Appendix E] we use a TEE to enable fast interactive exe-
cution of smart contracts on top of Bitcoin, a cryptocurrency that does not
natively support complex smart contracts.

5.1 FUTURE DIRECTIONS

We have shown a number of defenses against control-flow hijacking, side-
channel leakage, and data-only attacks on JIT compilers.

Due to the fast pace of the tech industry, security solutions and mitigations
need to be periodically updated in light of new technologies. New industry
proposals, e.g., AMD’s Secure Encrypted Virtualization (SEV) and Intel’s Trust
Domain Extensions (TDX), allow new capabilities that can be exploited, but at
the same have the potential to introduce new vulnerabilities as well.

At the same time, there are some common tasks, e.g., data hiding, which
are very hard to implement on commodity platforms. It would be beneficial
to have platform support for custom address spaces for security-sensitive
data, e.g., through segmentation or custom instructions [13].

Moreover, while scientific publications often tend to have a very narrow
focus, holistic approaches are also valuable: as an example, a comprehen-
sive model of run-time attack possibilities in various conditions, in different
programming paradigms and under one or more run-time mitigations.

Similarly, there is a need for an integrated bug-management approach. All
code could be subject to static analysis first. Any code portion that cannot be
proven bug-free should be subject to targeted fuzzing; any code that cannot
adequately be reached by the fuzzer should be protected by specific run-time
mitigations. Such an approach would contribute to minimizing exploitable
vulnerabilities while preserving the performance of secure code.
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Selfrando: Securing the Tor Browser against
De-anonymization Exploits

Abstract: Tor is a well-known anonymous communica-
tion system used by millions of users, including jour-
nalists and civil rights activists all over the world. The
Tor Browser gives non-technical users an easy way to
access the Tor Network. However, many government or-
ganizations are actively trying to compromise Tor not
only in regions with repressive regimes but also in the
free world, as the recent FBI incidents clearly demon-
strate. Exploiting software vulnerabilities in general,
and browser vulnerabilities in particular, constitutes a
clear and present threat to the Tor software. The Tor
Browser shares a large part of its attack surface with the
Firefox browser. Therefore, Firefox vulnerabilities (even
patched ones) are highly valuable to attackers trying to
monitor users of the Tor Browser.

In this paper, we present selfrando—an enhanced and
practical load-time randomization technique for the Tor
Browser that defends against exploits, such as the one
FBI allegedly used against Tor users. Our solution sig-
nificantly improves security over standard address space
layout randomization (ASLR) techniques currently used
by Firefox and other mainstream browsers. Moreover,
we collaborated closely with the Tor Project to ensure
that selfrando is fully compatible with AddressSanitizer
(ASan), a compiler feature to detect memory corrup-
tion. ASan is used in a hardened version of Tor Browser
for test purposes. The Tor Project decided to include
our solution in the hardened releases of the Tor Browser,
which is currently undergoing field testing.
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1 Introduction

The Tor Project provides a suite of free software and
a worldwide network designed to facilitate anonymous
information exchange and to prevent surveillance and
fingerprinting of these interactions. The Tor network
is open to anyone and widely used by civil rights ac-
tivists, whistleblowers, journalists, citizens of oppressive
regimes, etc. Many sensitive websites, including the late
Silk Road black market, are only accessible over Tor.
Consequently, the Tor Network is continually facing de-
anonymization attacks by law enforcement, intelligence
agencies, and foreign nation states. A de-anonymization
attack aims to disclose information, such as the identity
or the location, of an anonymous user. While many de-
anonymization attacks rely on weaknesses in the net-
work protocol, they often require that adversaries con-
trol a large number of Tor nodes [26] or only work in a
lab environment [39].

An alternative and practical way to de-anonymize
Tor users is to exploit security vulnerabilities in the soft-
ware used to access the Tor network. The most common
way to access Tor is via the Tor Browser (TB) [73],
which includes a pre-configured Tor client. Since TB is
based on Mozilla’s Firefox browser, they share a large
part of their attack surfaces. In 2013, the Federal Bu-
reau of Investigation (FBI) exploited a known software
vulnerability in Firefox [71] to de-anonymize Tor users
that had not updated to the most recent version of
TB [27, 57, 74]. Due to the success of this operation,
exploit brokers [79] (and, presumably, governments and
criminals) are currently soliciting exploits for the TB.
In early 2016, it was confirmed that the FBI contin-
ues to monitor the Tor network, this time using a de-
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anonymization attack devised by Carnegie Mellon Uni-

versity researchers [19].

The Open Technology Fund commissioned a study
on current and future hardening efforts to reduce the
attack surface of the TB [58]. One of the recommenda-
tions was to use compiler techniques to detect mem-
ory corruption (buffer overflow, use-after-free, unini-
tialized variables, etc.) such as the AddressSanitizer
(ASan) feature [61]. Another key recommendation was
to use address space layout randomization (ASLR) to
prevent exploitation of memory corruption vulnerabili-
ties. While ASan imposes a high runtime overhead [61],
ASLR is very efficient. However, ASLR was recom-
mended because it is widely supported by compilers
and operating systems, not for its security properties. In
fact, the shortcomings of ASLR are well documented in
the academic literature [8, 16, 33, 62, 64, 68]. ASLR can
be made significantly stronger by randomizing not just
the base address of modules but also the code inside each
module. Address space layout permutation (ASLP) [44],
for instance, randomizes the location of each function
individually, thwarting many of the techniques used to
bypass ASLR. Until now, however, the ASLR improve-
ments suggested in the literature have suffered from
one or more drawbacks that have prevented their use
in practice. Some techniques rely on binary rewriting,
which does not scale to complex programs such as web
browsers [22, 38]; others randomize the code using a cus-
tomized compiler [35], or require each user to download
their own unique binary [42].

Goals and Contributions The goal of this
paper is to demonstrate a load-time randomization
technique—mamed selfrando—that improves security
over ASLR while preserving the features that enabled
ASLR’s widespread adoption. While technically chal-
lenging, our use of load-time function layout permuta-
tion ensures that the attack surface changes from one
run to another. Load-time randomization also ensures
compatibility with code signing and distribution mech-
anisms that use caching to efficiently serve millions of
users. Finally, we worked in close collaboration with the
TB developers to ensure that selfrando was fully com-
patible with ASan so that users can use both techniques
simultaneously. ASan is used in a hardened version of
TB to detect and diagnose memory corruption errors.

Summing up, our main contributions are:

— Practical Randomization Framework Unlike
other solutions that have only been tested on bench-
marks, selfrando can be applied to the TB with-
out any changes to the source code. To the best of
our knowledge, selfrando is the first approach that
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avoids risky binary rewriting or the need to use a
custom compiler, and instead works with existing
build tools. Moreover, it is fully compatible with
ASan, which required additional implementation ef-
fort since the randomization interferes with ASan.

— Increased Entropy and Leakage Resilience

selfrando reduces the impact of information leak-
age vulnerabilities and increases entropy relative
to ASLR, making selfrando more effective against
guessing attacks. Our use of load-time randomiza-
tion mitigates threats from attackers observing bi-
naries during download or after the executable files
have been stored on disk.

— Hardening the Tor Browser We demonstrate

the practicality of selfrando by applying it to the en-
tire TB without requiring any code changes. Our de-
tailed and careful evaluation shows that the startup
and performance overheads of selfrando are negligi-
ble.

2 Background

2.1 Exploiting Memory Corruption

Unlike modern programming languages, C and C++ rely
on manual memory management, trading reliability for
flexibility and performance. Hence, memory manage-
ment errors often create vulnerabilities that can be ex-
ploited to hijack control flow and perform other mali-
cious operations that were never intended by the pro-
gram authors.

Traditionally, attackers used a buffer overflow to di-
rectly inject malicious code into a program and exe-
cute it [6]. However, the introduction of the WX pol-
icy that requires memory pages to either be writable
or executable, but not both, made most code-injection
attacks [49] obsolete. As WX became commonplace,
attackers changed their tactics from code injection to
code reuse. These attacks reuse existing, legitimate code
for malicious purposes and have therefore proven far
harder to stop than code injection. Return-into-libc
(RILC) attacks, for example, arrange the stack contents
so the attacker can call dangerous functions inside the
C library with attacker-controlled arguments [52]. Such
attacks were later generalized to the so-called return-
oriented programming (ROP) [63]. The insight behind
ROP is that attackers can build a malicious virtual ma-
chine out of short instruction sequences—called gadgets
in ROP parlance—ending with a return (or some other



indirect branch). These gadgets are all located inside
application code, so the attacker has no need to in-
ject them into the program. Over the last decade re-
searchers have discovered many variants of code-reuse
attacks [10, 11, 15, 59, 76], most of which are not
stopped by ASLR, W®X, or other widely deployed ex-
ploit mitigations.

2.2 Preventing Code-Reuse Exploits

To successfully mount a code-reuse attack, several re-
quirements must be met. First, the application must
contain a memory corruption vulnerability that allows
control flow to be hijacked. Techniques such as control-
flow integrity and stack canaries make control-flow hi-
jacking harder but do not prevent it outright [14, 29,
36, 48]. Another key requirement is knowledge of the
absolute addresses of the gadgets to reuse. In principle,
ASLR [54] prevents adversaries from knowing the ab-
solute locations of ROP gadgets. However, since ASLR
only randomizes the base address of a library, adver-
saries still know the relative positions of all functions
inside a library. Using this knowledge together with a
leaked code pointer, attackers can compute the absolute
addresses of all functions in the same library. Academics
have documented numerous ways to leak code or point-
ers to code [24, 60, 62, 66]. Permuting the functions in-
side a library removes attackers’ knowledge of the rela-
tive function layout inside each library, and additionally
improves entropy by allowing an exponentially higher
number of code layouts in comparison to ASLR, [44].
Numerous other fine-grained diversity techniques
have been suggested in the literature. In this paper, we
focus on function permutation since it is practical and
efficient, as shown by existing diversity surveys [17, 46].
Unfortunately, previous fine-grained diversity ap-
proaches have been unable to replace ASLR because
they have one or more of the following drawbacks:
1. they introduce unacceptable performance over-
heads [69],
2. they rely on unsafe binary rewriting techniques that
do not scale to complex, real-world applications,
3. they randomize code at compile time which is in-
compatible with current distribution mechanisms
that are optimized to deliver a single binary.

In contrast, the technique we present in this paper, sel-
frando, avoids all of these drawbacks and scales to real-
world applications including Firefox and TB.

2.3 Trust in Privacy-preserving Software

As we have previously mentioned, any tactic that al-
lows de-anonymization of Tor network users is likely to
be attempted by law enforcement, intelligence agencies,
and other resourceful adversaries. The ability to sur-
reptitiously insert backdoors into the TB would be a
particularly powerful attack. In order to reduce the like-
lihood that backdooring attempts would go unnoticed,
the Tor developers ensure that builds are reproducible.
Even though the TB source code can be downloaded by
anyone, differences in build tools, libraries, file system
layout and even system time make it hard to simply
build the TB from sources and compare it to the official
binaries to ensure the absence of backdoors. Therefore,
the TB is built using Gitian, a special tool which pro-
vides a reproducible build environment [55, 72]. This al-
lows third parties to independently compile and verify
the binaries distributed by the Tor Project and detect
any signs of external compromise.

Gitian consists of a virtual machine and a number of
build scripts to automate the process. The virtual ma-
chine insulates the build from the outside environment.
At the time selfrando was developed, the TB builds for
Linux used a virtual machine based on Ubuntu 10.04.
Hence, many build tools were unavailable or outdated.
To cope with this shortcoming, we either compiled a re-
cent version of the tool in the virtual machine itself or we
adapted the build process to support the older version.
The Tor developers recently (May 2016) switched to a
virtual machine based on Debian 7. During the switch
no modifications were necessary to our code.

3 Selfrando

3.1 Design Objectives

Our main objective is to substantially raise the costs for
attackers to exploit memory-corruption vulnerabilities.
For practicality reasons, we choose to support complex
C/C++ programs (e.g., a browser) without modifying
their source code. Further, we retain full compatibil-
ity with current build systems, i.e., we should avoid
any modification to compilers, linkers, and other oper-
ating system components. To be applicable for privacy-
preserving open-source tools, we must not rely on any
third-party proprietary software. Finally, our solution
should not substantially increase the size of the program
in memory or on disk.
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3.2 Threat Model

We make standard assumptions from underlying real-
world adversary settings: we assume that a remote at-
tacker triggers a memory corruption vulnerability to hi-
jack control flow and achieve remote code execution.
Due to the widespread deployment of stack protec-
tions (e.g., StackGuard [18] and SafeStack [70]) and the
fact that most exploits against browsers rely on use-
after-free errors [75], we assume that the adversary ex-
ploits a heap-based memory corruption vulnerability.
This means that the adversary can use code pointers
stored on the heap to disclose the location of code be-
fore mounting a code-reuse attack. Further, we assume
that a W@X policy is in place to prevent code injection,
which is true for all modern systems. In this work we
do not consider attacks that target the browser’s JIT
engine.

Note that our threat model does not cover some the-
oretical attacks such as JIT-ROP [66] and COOP [59]
that have only been demonstrated in an academic set-
ting. As mentioned above, our main objective is high
practicality while significantly improving security pro-
vided by ASLR against memory corruption attacks; de-
fenses that can stop JIT-ROP and COOP are less ef-
ficient and rely on special hardware support, a custom
compiler, and a patched OS kernel [12, 20, 21].

3.3 Selfrando Design

Existing exploit mitigations such as W&X and ASLR
already make de-anonymization exploits costly to de-
velop. Thus, exploits which bypass these mitigations of-
ten target high-profile applications with many users. Al-
though the Tor user base isn’t large, the TB shares a
large amount of code with Firefox which has hundreds of
millions of users and contains more than 20 million lines
of code. The similarities between the TB and Firefox
make it comparatively easy to re-purpose mainstream
Firefox exploits to de-anonymize Tor users. We can use
our improved randomization mechanism to protect the
TB and at the same time strongly raise the bar for the
adversary to port exploits from Firefox to TB.

The easiest way to perform fine-grained code ran-
domization is by customizing the compiler to take a seed
value and generate a randomized binary [32, 42]. Un-
fortunately, compiling and distributing a unique binary
for each is impractical for introducing diversity among a
population of programs [30, 78]. With more implementa-
tion effort, we can delay randomization until load-time,
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which has several benefits. Most importantly, software
vendors only need to compile and test a single binary.
A single binary also means that users can continue to
use hashes to verify the authenticity of the downloaded
binary. Finally, modern content delivery networks rely
extensively on caching binaries on servers; this optimiza-
tion is no longer possible with unique binaries.

In the context of privacy-preserving software such as
TB, compile-time randomization raises additional chal-
lenges. Randomized builds would complicate the deter-
ministic build process,! which is important to increase
trust in the distributed binary (see Section 2.3). More-
over, compile-time randomization would (a) increase the
feasibility of a de-anonymization attack due to individ-
ual, observable characteristics of a particular build, and
(b) allow an attacker to build knowledge of the mem-

1 A randomized build can be implemented in a deterministic
environment by passing a random seed as an input to the de-
terministic process. The builds would then be distributed along
with their seed. A user could then check the integrity of her build
by running the deterministic process again with the same seed.
However, that check would not prove the integrity of builds with
other seeds.



ory layout across application restarts, since the layout
would be fixed.

For these reasons, we decided to develop a frame-
work which makes the program binary randomize itself
at load time. We chose function permutation (ASLP) as
the randomization granularity, since it dramatically in-
creases? the entropy of the code layout while imposing
the same low overheads as ASLR [44]. Since discover-
ing function boundaries at load-time by analyzing the
program binary is unreliable and does not scale to large
programs, we pre-compute these boundaries statically
and store the necessary information in each binary. We
call this Translation and Protection (TRaP) informa-
tion.

Rather than modifying the compiler or linker, we
developed a small tool which wraps the system linker,
extracts all function boundaries from the object files
used to build the binary, then appends the necessary
TRaP information to the binary itself. Our linker wrap-
per works with the standard compiler toolchains on
Linux and Windows and only requires a few changes
to the build scripts to use with the TB.

Figure la represents the usual workflow from the
C/C++ source code to a running program. Figure 1b
represents the modified workflow with selfrando. A
linker wrapper intercepts calls to the linker and calls sel-
frando to gather information on the executable file @).
Then, it embeds TRaP information and a load-time ran-
domization library, RandoLib, into the binary file @.
When the loader loads the application, it will invoke
RandoLib instead of the entry point of the application.
RandoLib will randomize the order of the functions in
memory and then transfer control to the original pro-
gram entry point.

4 Implementation

One of our main goals is to demonstrate the practicality
of selfrando by integrating it into the TB. To test self-
rando before it is released to Tor users at large, the Tor
project decided to first include our defense in a series
of experimental, hardened builds for Linux.3 The hard-
ened builds of Tor include additional features such as
AddressSanitizer (ASan), a compiler feature which can

2 We compare the entropy of function permutation and ASLR
in Section 5.

3 Selfrando is also compatible with Android and closed-source
platforms such as Microsoft Windows.

detect memory corruption. ASan and selfrando are com-
plementary in nature. The former detects bugs that can
create security issues, however, ASan is not a defense
mechanism like selfrando and should not be relied upon
to stop exploits [51].

To build a program with selfrando, the build scripts
must be updated to use our linker wrapper rather than
directly invoking the system linker. The wrapper ac-
cepts the same arguments as the system linker, so mod-
ifying the build scripts is a straightforward task for a
skilled software developer. This enables us to intercept
any invocation of the linker and modify its arguments.
In the following we will explain the major implementa-
tion aspects with the help of Figure 2. Notably, we will
explain in detail how selfrando (1) extracts the metadata
needed to create self-randomizing binaries, (2) embeds
the extracted information and the load-time component
into the generated binary, and (3) permutes all functions
during load time without breaking the application.

Finally, we describe two practical challenges that
we solved to make selfrando compatible with the hard-
ened build of TB. Specifically, we needed selfrando to
(4) support stack unwinding which is needed for stack
traces and exception handling and (5) be compatible
with ASan.

4.1 Extracting TRaP Information

When a module is loaded, selfrando permutes the order
of all its functions. To do so, selfrando requires accurate
information about function boundaries. If this informa-
tion is not accurate, shuffling the function layout may
inadvertently introduce errors that prevent correct exe-
cution of the application. After a function is moved, all
references and pointers to this function, e.g., the target
address of a call, become invalid because they still ref-
erence the old address. Hence, selfrando needs to update
all references to the moved function, and therefore re-
quires, for each function, a complete list of all locations
that reference that function.

Such information is present in the intermediate ob-
ject files @. Since this metadata is usually not required
during execution, the linker strips it from the final bi-
nary. Our linker wrapper therefore intercepts the linking
process to extract function boundaries and references
and embeds this information for use at load time.

However, object files do not explicitly mark all func-
tion references. Specifically, we found that in some cases
the compiler optimizes the code by inserting direct
jumps between two functions. Such references are not
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marked with an explicit relocation because they are al-
ready resolved by the compiler. Fortunately, we can dis-
able this behavior with a compiler option causing the
compiler to place each function in a separate section.
Since the compiler marks all references between sec-
tions, we can then see all function references. While en-
abling this option slightly increases build-time (0.07%),
it also enables a linker optimization which increases lo-
cality [31].

Pre-compiled language runtime object files are an-
other obstacle. One example is crtbegin.o for GCC
which contains functions to initialize the runtime en-
vironment for applications that were programmed in
C. In our current implementation, we treat such object
files as one single block because they contain only a few
functions. This has a negligible impact on the overall
randomization entropy. Nevertheless, we are currently
investigating how we can generate selfrando-compatible
versions of the pre-compiled object files.

After selfrando extracts the necessary metadata
from each generated object, it adds an additional linker
argument that instructs the linker to generate a map
file, which is a text file that contains the memory lay-
out of the final binary @. Using the metadata and the
map file, selfrando can compute the final location of each
function in the executable file and all references to these
functions.

Next, we explain how we embed the TRaP informa-
tion in the binary to make it available to the run-time
component—RandoLib.
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4.2 Embedding TRaP information

We include the TRaP info, which is used by RandoLib,
in the executable to make selfrando self-contained. This
avoids having to manage additional files, which could
add logistical burden.

However, from a technical point of view, embed-
ding the data in a space-efficient and binary format-
compatible way without modifying the linker is chal-
lenging. The main reasons are that (1) some of the
metadata is only available after linking is complete, and
(2) we cannot pre-allocate space for the data since the
exact amount of space needed is unknown until linking
is done. In particular, the start address of each function
in the linked binary is determined by the order and final
addresses of the object files in the binary, and therefore
unknown until all objects are linked.

To add additional data to the final binary, we have
to resort to a trick that involves changing the linker
input so that it adds an empty segment header in the
beginning of the binary. Note that a linked ELF bi-
nary is divided into segments. The linker creates a seg-
ment header which contains segment metadata, e.g., size
and memory permissions, for each segment. The loader
uses this metadata to load each segment of the binary
into memory. Due to the structure of the binary for-
mat, adding an empty segment header in the beginning
of the binary enables selfrando to append an arbitrary
amount of data. When the linker is finished, we append
the TRaP info and RandoLib to the end of the binary
and set the values of the empty segment header accord-



ingly @. Finally, we change the start address of the
binary—its entry point—to RandoLib. Hence, after the
loader loads the binary into memory, it will transfer
control to RandoLib, which then performs the function
permutation.

4.3 Load-time Function Permutation

RandoLib performs function permutation using the em-
bedded TRaP info, and consists of two parts: a small
helper stub and the main randomization module. The
purpose of the helper stub (RL Starter in Figure 2) is
to make all selfrando data inaccessible after RandoLib
finishes. The operating system loader @ calls this stub,
invoking RandoLib as the first step of program execu-
tion.

The function permutation algorithm proceeds in
several steps. First, RandoLib generates a random order
for the functions using the Fisher-Yates shuffling algo-
rithm. Second, RandoLib uses the embedded metadata
to fix all references that became invalid during the ran-
domization. Finally, after RandoLib returns, the helper
stub makes selfrando’s data inaccessible @, and jumps
to the original entry point of the binary.

While this approach might seem straightforward, we
faced several technical challenges. For example, we have
to consider that C++ code and certain assembly instruc-
tions require a certain alignment for every function. The
Ttanium C++ method pointer specification assumes that
all functions are at least 2-byte aligned [43]. Further, we
found that some assembly instructions are sensitive to
alignment, e.g., movdga which is commonly used in the
implementation of cryptographic functions. We account
for the alignment of C++ functions by increasing the
size of the code segment by one byte per function. This
allows RandoLib to maintain the least significant bit
alignment of functions during copying. During our eval-
uation, we found that this alignment increases the file
size on average by 0.3%.

Our

alignment-sensitive assembly instructions, as they are

implementation does not fully support
not used by the TB. We can currently run programs
that use such instructions by preserving the four least
significant bits of function addresses during randomiza-
tion. Moreover, we are working on a static analysis tool
that can identify functions that contain these instruc-
tions, and mark them in the TRaP info so RandoLib

can take their alignment constrains into account.
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Fig. 3. Stack layout with the frame pointers.

4.4 Stack Unwinding

During program execution, the program stack is divided
into stack frames. Each stack frame corresponds to a
function call and consists of local variables, the return
address, and arguments which were passed to the callee.
Stack unwinding is the process of iterating through all
active stack frames, starting from the most recent. It
is mainly used for stack traces and exception handling,
as both require access to previous stack frames. Excep-
tion handling uses stack unwinding to find the excep-
tion handler for a given exception after the program
has thrown an instance of that exception.

Traditionally, stack unwinding is supported by
chaining stack frames as a singly-linked list, where each
stack frame includes a pointer to the previous stack
frame. The head of the linked list is stored in a dedi-
cated register called the base pointer (BP) (ebp on x86).
When a new stack frame is added, the called function
saves the BP register of the caller on the stack, then
overwrites the BP register to point to the current stack
frame, as shown in Figure 3.

Modern compilers omit the frame pointer for opti-
mized code to reduce memory usage on the stack and
free another register for general purpose computations.
To still support stack unwinding, compilers generate ad-
ditional metadata which can be used to identify individ-
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ual stack frames. Function permutation invalidates func-
tion references inside the stack unwinding metadata, so
RandoLib updates them.

4.5 AddressSanitizer

The TB developers use AddressSanitizer (ASan) [61] to
detect memory corruption bugs in their hardened re-
leases. To allow selfrando to be deployed on TB, self-
rando needs to work correctly with ASan.

In general, selfrando does not interfere with the nor-
mal operation of ASan. When ASan detects a memory
corruption, it generates a stack trace, which is supported
by selfrando (cf. Section 4.4). To help troubleshoot mem-
ory corruption bugs, ASan annotates the stack trace
with symbolic information. Specifically, it uses a sym-
bolizer to obtain the function name and the source code
location of every address in the stack trace. After self-
rando randomizes the order of functions, the symbolizer
can no longer correctly map the stack addresses to func-
tion names. We restore the symbolizer’s ability to anno-
tate stack traces by emitting a map file that stores the
original and actual address of each randomized function.
We modify the symbolizer of ASan to use the emitted
mapping to map the addresses of the stack trace to the
original address.

While storing the randomization map on disk is
a potential security risk, exfiltrating this map would
require that the attacker can read the randomization
map file. The ability to read arbitrary files gives the at-
tacker other, more significant advantages. For example,
an attacker could use this advantage to disclose the full
memory layout of the program by reading the special
/proc/self/men file.

5 Experimental Evaluation

We thoroughly evaluated selfrando from a security, per-
formance and compatibility standpoint.

5.1 Security Analysis

We first evaluate the security of our solution and ASLR
in terms of randomization entropy. This shows how well
each defense resists brute force attacks. We then use a
real-world exploit to compare our solution to ASLR in
cases where attackers exploit information leakage which
can be more effective than brute force guessing.
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Randomization Entropy

For any randomization scheme the amount of entropy
provided is critical, because a low randomization en-
tropy enables an attacker to guess the randomization
secret with high probability [64]. We compare selfrando
to ASLR—the standard code randomization technique
that is available on all modern systems.

We determined the real-world entropy of ASLR by
running a simple position-independent program multi-
ple times and analyzing the addresses, on a Debian 8.4
machine using GCC 6.1.0 and Clang 3.5.0. ASLR pro-
vides up to 9 bits of entropy on 32 bit systems and
up to 29 bits of entropy on 64 bit systems. While the
ASLR offset on 32 bit systems is guessable in a rea-
sonable amount of time, such attacks become infeasi-
ble on 64 bit systems because the address space is that
much larger. However, an attacker can bypass ASLR by
leaking the offset that the code is loaded at in mem-
ory through a pointer into application memory. Once
this offset is known the attacker can infer any address
within the application, because it is used to shift the
address of the whole application.

Selfrando, on the other hand, applies more fine-
grained function permutation. This means the random-
ization entropy does not depend on the size of the ad-
dress space, as it is the case for ASLR, but on the num-
ber of functions in the randomized binary. The total
entropy generated by selfrando on a library containing
m functions depends on the factorial of m:

Ey =logy(ml)

On the other hand, the attacker does not usually
need to disclose the whole layout; the addresses of a
few functions are enough. Assuming the attacker al-
ready bypassed ASLR, the attacker needs to disclose
the least significant bits of each pointer. The entropy of
a pointer to a randomized function depends on the size
of the executable section s:

Ep =logy(s) —1

We need to subtract 1 because the least significant
bit of the addresses is preserved during the random-
ization. Assuming that the attacker needs gadgets in n
different functions, the total number of bits the attacker
needs to disclose is the minimum of F; and n times E,:

E = min(E¢,n x Ep)

In practice, F; is much greater than E, due to the
factorial, so we can assume E =n x E,.



Technique Entropy
ASLR (32 bit) 9 bits
ASLR (64 bit) 29 bits
Selfrando (10 KB code) 13xn bits
Selfrando (163 KB code)  17xn bits
Selfrando (6.5 MB code)  22xn bits
Selfrando (92 MB code)  26Xxmn bits

Table 1. Randomization entropy of ASLR and selfrando for dif-
ferent address space sizes and function counts. For selfrando, we
report the number of bits the attacker needs to guess for each
function address the attacker needs.

Using TB as our model organism, we use the number
of functions to calculate the minimum and maximum
entropy for a binary protected by selfrando. The small-
est library (1ibplds4.so) has 44 functions in 10 KB of
code, while the biggest (1ibxul.so) has 242 873 func-
tions in 92 MB. The median is 494 functions in 163 KB,
while the average is 16 814 functions in 6.5 MB. Table 1
shows that for each function address, the attacker needs
to guess between 13 and 26 bits. If we assume that the
attacker needs the address of at least three functions,
selfrando is significantly more effective than ASLR. For
the smallest library, the attacker needs to guess at least
39 bits, while for the biggest, the attacker needs at least
78 bits.

Additionally, selfrando provides higher leakage re-
silience compared to ASLR because the attacker no
longer knows the relative function layout inside each
binary.

Real-world Exploits against the Tor Browser
One of our main objectives is to enhance the resilience of
TB against code-reuse attacks. Previously conducted at-
tacks, e.g., by the FBI [57], fail because these attacks do
not consider selfrando (see Appendix A for an overview
of the exploit the FBI used). Therefore, we analyze the
attack surface of TB after selfrando was applied in a re-
alistic attack scenario. We base our analysis on four ob-
servations we made while studying real-world exploits.
First, nearly all modern attacks exploit heap-based
vulnerabilities, despite the existence of stack vulner-
abilities [50]. However, whether a vulnerability can
be exploited to launch a code-reuse attack depends
on different factors, like how reliably the vulnerabil-
ity can be triggered and the present mitigation tech-
niques. Today, most stack-based vulnerabilities are not
exploitable because they are mitigated by modern stack
defenses [18, 70].

Second, information disclosure attacks are often lim-
ited to leaking heap memory because they access mem-
ory relative to the address of the vulnerable memory
object. A buffer overread, for example, can be exploited
to disclose consecutive memory which might contain in-
teresting pointers, whereas a use-after-free vulnerability
can be exploited to disclose interesting pointers of the
freed object. In both cases the attacker is not able to
(repeatedly) disclose absolute, and therefore, arbitrary,
addresses. For these reasons we assume that in a prac-
tical scenario the attacker cannot leak information that
is not located on the heap, e.g., stack or code pages.
To overcome this limitation attackers use a technique,
called heap feng shui [67], to place an object that con-
tains valuable pointers near to the vulnerable object.

Third, most real-world attacks are based on ROP.
While other types of code-reuse attacks exist [15, 52, 59],
ROP remains the most versatile technique. To execute a
ROP payload, the attacker needs to either inject his pay-
load directly on the stack, or use a stack-pivot gadget to
overwrite the stack pointer with an address that points
to the ROP payload on the heap. As mentioned previ-
ously, the attacker usually has no access to the stack.
Hence, the first gadget in the ROP chain is normally a
stack-pivot.

Fourth, ROP is merely used to bypass WdX poli-
cies and enable code injection, i.e., a small ROP pay-
load is used to (1) mark the data memory containing
the shellcode as executable and (2) branch to the shell-
code. The shellcode will then perform the actual task of
de-anonymizing the user or installing surveillance soft-
ware. To mark a data page as executable, only a single
system call is needed. Hence, the attacker requires only
gadgets that load the arguments for the system call into
the registers, then issue a system call and return to the
shellcode.

Based on these four observations, we examined the
main TB library with selfrando enabled (1ibxul.so hav-
ing a size of 92MB) to find out whether an attacker is
able to disclose the address of a stack-pivot and a sys-
tem call gadget based on addresses that can be found
on the heap. We focus on stack-pivot and system call
gadgets because they are less common, and therefore,
harder to disclose compared to gadgets that only load a
value into a register. In total, we found ten stack-pivot
and 76 system call gadgets of which only 4 and 29 re-
spectively are available through virtual functions whose
addresses are exposed on the heap through indirection
tables called virtual tables.

We manually analyzed each function and concluded
that no pointer to these functions is ever written on
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Fig. 4. Run time overhead on the benchmarks in the SPEC
CPU2006 suite (full selfrando).

the heap. The reason is that these function pointers are
only accessed through an indirection layer, i.e., memory
objects on the heap contain a pointer to a virtual table
which is located in the code or data section of the ap-
plication and contains a number of pointers to virtual
functions. Since the attackers can only disclose the vir-
tual table pointer, but not the virtual table itself, as it is
not on the heap, they cannot disclose gadget addresses.
Note that, when only ASLR is applied, the address of
the virtual table is randomized with the same offset as
the ROP gadgets. Therefore, such an attack can bypass
ASLR but not selfrando.

We therefore conclude that selfrando can thwart
most real-world exploits. Attackers can only succeed in
rare cases where they can disclose the complete heap
and data section.

5.2 Performance Overhead

We performed multiple tests to measure selfrando’s run-
time overhead. Since selfrando works at load-time, we
also measured the additional startup time.

All tests were performed on a system with an Intel
Core i7-2600 CPU clocked at 3.40 GHz, with 12 GB of
RAM and a 7200 RPM hard disk. We used version 5.0.3
of the Tor Browser on Ubuntu 14.04.3.

5.2.1 Load-time Overhead

We measured the load time of TB by inserting a return
statement in the main function, after the dynamic li-
braries are loaded but before the program actually does
anything. We invoked the modified program and mea-
sured the load time using the standard tool time. As a
baseline, we used the source code of TB 5.0.3, unmodi-
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Fig. 5. Run time overhead on the benchmarks in the SPEC
CPU2006 suite (identity transformation).

fied except for the main function. For both versions, the
reported time is the average of 10 runs. We cleaned the
disk cache before each run, so the binary was loaded
from the disk every time.

The average load time for the normal version was
2.046 s, while the selfrando version took 2.400 s on aver-
age. The average overhead is 354 ms. We believe this is
an acceptable overhead considering the improved pro-
tection against de-anonymization attacks.

5.2.2 Run-time Overhead

To test the run-time overhead of selfrando, we ran the
SPEC CPU2006 benchmark suite as well as a number
of modern JavaScript benchmarks.

We executed all the C and C++ benchmarks in
SPEC CPU2006 with the two standard Linux compil-
ers (GCC and Clang) with selfrando enabled. Moreover,
we ran the benchmarks with a version of selfrando that
always chooses the original order for the randomiza-
tion (identity transformation). This version runs all the
load-time code but it does not actually modify the code
segment. It allows us to distinguish between load-time
overhead and run-time overhead. We ran each bench-
mark three times with the ref workload. The reported
figures are the median values.

Figure 4 shows the performance overhead on each
benchmark. The geometric mean of the positive over-
heads is 0.71% for GCC and 0.37% for Clang. The over-
head of each benchmark except for xalancbmk is be-
low 4%. We found xalancbmk to be an outlier, with
an overhead of about 14%. We investigated this issue
using the Linux performance analysis tool, perf, com-
paring the full selfrando and the identity transforma-
tion runs. We discovered a 69% increase in L1 instruc-

tion cache misses and a 521% increase in instruction
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Fig. 6. Memory overhead of the benchmarks from the SPEC
CPU2006 suite (full selfrando).

TLB (Translation Lookaside Buffer) misses. We believe
that the xalancbmk benchmark is sensitive to the func-
tion layout and that some frequently executed functions
must be co-located to ensure optimal performance. We
didn’t observe a high sensitivity to the function layout
for any of the other benchmarks. A possible extension
to selfrando to cope with location-sensitive programs is
to automatically use performance profiling to identify
groups of functions that should be moved as a single
bundle similar to the work of Homescu et al. [41]. If
these bundles are small enough, this extension would
not significantly reduce the security of a large applica-
tion (xalancbmck contains 13478 functions). Figure 5
shows the run time overhead with the identity transfor-
mation.

In some cases, selfrando actually improves perfor-
mance. In particular, we observed that with the identity
transformation the performance of gobmk and povray
improves up to 2.5%. We suspect this is caused by the
compiler flag that places each function in its own sec-
tion, which enables further linker optimizations [31].
This flag is not enabled by default, but selfrando re-
quires it (see Section 4.1).

Figure 6 shows the overhead on the memory us-
age of each benchmark. To measure the memory usage,
we used the mazimum resident set size reported by the
time utility. The geometric mean of the positive over-
heads is 0.18% for GCC and 0.20% for Clang. We also
measured the absolute overheads: the geometric mean
of the positive values is 299 kB for GCC and 295 kB for
Clang.

The memory overhead of all benchmarks except for
povray and hmmer is below 2%. These benchmarks have
higher relative overheads due to their small memory
footprints, about 5 MB for povray and about 9 MB
for hmmer. Their absolute overheads are about 600 kB
and 400 kB respectively.

3.0%
2.5%
2.0%
1.5%
1.0%
0.5%

JetStream

0.0%

Massive Octane Geo Mean

Fig. 7. JavaScript performance overhead of selfrando w.r.t. a
version with all our modifications but without the actual random-
ization.

Finally, we evaluated selfrando with modern
JavaScript benchmarks that focus on realistic web work-
loads: JetStream 1.1., Massive and Octane 2.0 [1-3]. As
a baseline, we used a version of TB with the same mod-
ifications we need for selfrando (see Section 5.3), but
without the randomization. Since selfrando does not pro-
tect JIT-compiled code, we disabled the JIT compiler by
setting the Tor Security Slider to Medium-High. Fig-
ure 7 reports the results. Each benchmark produces a
score (higher scores are better) and we report the rela-
tive decrease on the score. The geometric mean of the
overheads is 2.02%, while the worst overhead is 2.5%.
Our measurements confirm that selfrando can be in-

tegrated in real-world applications with low overhead.

5.3 Compatibility

Selfrando was optimized to protect the TB which is
built with GCC. However, we built several other Linux
programs such as GNU Bash 4.3, GNU less 458, Ng-
inx 1.8.0, Socat 1.7.3.0 and Thttpd 2.26. We tested each
of them using application-specific workloads, such as
serving files and running shell scripts, and we did not
encounter any problem.

To prove compatibility to other compilers we de-
cided to build Chromium [9]. We chose Chromium be-
cause this project has a large and complex code base,
and uses Clang [47] as default compiler. Like with
TB, we had to resort to the libc heap allocator, as
Chromium’s default heap allocator relies heavily on
Thread-Local Storage (TLS) and, hence, is not fully
compatible with selfrando. However, after changing the
heap allocator we successfully built and run Chromium.

Both browsers implement cryptography using low-
level code that embeds data in the code segment. This
produces unexpected results when the data is moved
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along with the functions and the alignment is not pre-
served. For Firefox, we disabled the low-level implemen-
tation and we used the high-level one. For Chromium,
there was no easy way to disable the alignment-sensitive
code and we had to preserve the four least significant
bits of the addresses during the randomization (see Sec-
tion 4.3).

To ensure selfrando did not break any functionality
we tested both browsers with popular websites? and we
did not encounter any problems.

5.4 Including selfrando in the Tor Browser

The Tor Project is experimenting with a number of dif-
ferent tools to produce hardened builds of TB [56]. We
worked closely with their developers in order to make it
easy to integrate selfrando in TB. Selfrando was added to
the nightly hardened builds released and May 13, 2016
or later [45]. They plan to release a hardened version
that includes selfrando and to evaluate the inclusion of
selfrando in the normal version.

6 Discussion

Privacy Implications

Load-time code randomization effectively creates a
unique code layout for each TB session. Theoretically,
an adversary with the ability to read memory can ex-
ploit this to create a unique fingerprint to identify the
user across different websites.

However, we argue that modern Web technologies
(like JavaScript) by themselves can be exploited to leak
information to identify users across different websites.
Moreover, even without selfrando, an attacker that can
read the memory or leak some pointers can fingerprint
a browsing session in a number of different ways. ASLR
creates code diversity because the binary and the li-
braries are loaded to different addresses. ASLR also af-
fects the allocation of dynamic data structures such as
the heap, stack and data within the heap. The allo-
cation of these data structures is highly dependent on
the usage of the browser, and hence, it is very likely
that the disclosure of heap addresses is already enough
to identify users. Additionally, a potential fingerprint
of the randomized code is only valid for one browsing

4 To get a representative set, we selected the Alexa Top 100
sites (http://www.alexa.com/topsites) of November 2015.
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session; after a browser restart, the code layout is ran-
domized differently. Finally, selfrando is compatible with
XoM [7, 12, 20, 34] which prevents reading memory that
contains code in the first place.

Hence, our randomization scheme does not increase
the risk of fingerprinting.

System libraries

While software protected by selfrando works smoothly
with unprotected libraries (and protected libraries work
smoothly with unprotected programs), the security
guarantees provided by selfrando are obviously limited
to software that was re-built with selfrando. The TB in-
cludes most needed libraries, and hence, is not affected
by this.

Future Work

Our current implementation focuses on applying self-
rando to the TB. We are currently working on improv-
ing operating specific features, such as the support for
thread-local storage (TLS). TLS is heavily used in Fire-
fox’s default heap allocator jemalloc, however, it is pos-
sible to build the TB using the default heap allocator
provided by libc instead, which does not rely on TLS.
In fact, the TB developers expressed their desire to use
a different allocator as well [56].

7 Related work

Run-time defenses usually rely on either memory ran-
domization or integrity checks to prevent vulnerability
exploitation.

7.1 Randomization-based defenses

We refer to the SoK paper by Larsen et al. [46] for
a thorough analysis of the proposed software diversity
tools and limit our discussion to recent works which are
relevant to our purposes.

XIFER by Davi et al. [22] is a load-time fine-grained
randomization tool that does not require access to the
source code or offline analyses. However, its processing
speed (< 0.7 MB/s) makes it unsuitable for complex
applications that need to be loaded quickly.

Giuffrida et al. [35] proposed a compiler-based pe-
riodic re-randomization strategy for microkernels; this



strategy would require end users to compile the TB
locally on their system which is impractical for users
with low end systems and would significantly increase
the download size of the TB. Homescu et al. [42] build
a compile-time randomization approach that scales to
large applications such as the TB but requires that each
user download a unique copy of the browser. The ap-
proaches by Giuffrida et al. and Homescu et al. both
require a heavily customized compiler and do not work
with the standard build tools for Linux and Windows.

Instruction Location Randomization (ILR) by Hiser
et al. [40] rewrites binaries in a new randomized encod-
ing that is interpreted by a virtual machine with a per-
formance overhead of about 15%. Unlike our approach,
ILR is incompatible with just-in-time compiled code.

Binary stirring by Wartell et al. [77] processes bina-
ries at install time by disassembling them and adding a
load-time component; it also needs a run-time compo-
nent due to imperfect disassembly. It is not suitable for
our purposes since it relies on a commercial disassembler
that cannot be bundled with free software. Additionally,
performing additional processing at installation time in-
validates the code signature of a signed program.

Marlin by Gupta et al. [38] also randomizes binaries
at load time. Unlike binary stirring, Marlin does not
contain a runtime-component to detect and compensate
for disassembly errors. While the omission of a runtime
component lowers overheads in time and space, Marlin is
limited to simple ELF binaries that disassemble without
errors.

A recent patch submitted to OpenBSD [25] random-
izes the layout of the C library during system boot. In
particular, the patch permutes the linking order of each
translation unit. This shuffles symbols (e.g. functions)
relative to symbols defined in other files but does not
change the order of symbols defined in the same trans-
lation unit. The OpenBSD approach therefore adds less
entropy than selfrando which shuffles each function in-
dependently no matter what translation unit defines
it. Moreover, selfrando generates a different layout for
each application each time it launches, preventing the
attacker from leveraging a vulnerability in one applica-
tion to disclose the layout of the library in a different
application on the same system.

7.2 Leakage-resilient diversity approaches

Unfortunately, security tools based solely on random-
ization are vulnerable to attacks aimed at disclosing the
pointers to code pages. Snow et al. [66] showed that, if

the attackers can read arbitrary memory pages through
a vulnerability, they can recursively scan the memory,
find other code pages, disassemble them and craft an
ad-hoc ROP attack (JIT-ROP). Bittau et al. [8] showed
that it is possible to perform a similar attack even with-
out a complete memory read vulnerability, just by ob-
serving whether the program crashes for a particular
input (this particular attack would not work if the pro-
gram randomizes itself at each run).

Thus, even fine-grained randomization does not pro-
vide complete leakage resilience on its own. This has
motivated numerous papers that combine memory ran-
domization techniques with integrity checks (such as
execute-only memory) to provide comprehensive pro-
tection.

Execute-only memory on x86 processors is diffi-
cult to achieve because read permissions are implic-
itly granted to executable pages. To do so, XnR by
Backes [7] marks all pages mot present and inspects
every page reference inside the operating system page-
fault handler. HideM by Gionta et al. [34] uses a par-
ticular TLB implementation available in certain proces-
sors. Readactor by Crane et al. [20] uses a lightweight
hypervisor in order to enable the extended page tables
feature in modern x86 processors and enforce execute-
only memory in hardware. LR? by Braden et al. [12]
uses a software-only approach based on load masking.

Many of these tools include randomization to pro-
vide comprehensive attack resilience; most implementa-
tions randomize the code at compile time. These tools
could be made more practical by using selfrando to sim-
plify distribution without sacrificing security.

7.3 Integrity-based defenses

Control-flow integrity (CFI) [4, 5] prevents control flow
hijacking by only allowing jumps and calls at run-time
that are present in the source. Implementing CFI with
acceptable performance overhead on commodity hard-
ware is hard; thus, many CFI implementations trade a
coarse-grained CFI enforcement for better performance.

Most CFI implementations do not rely on random-
ization, so an attacker can exploit a coarse-grained CFI
policy by carefully constructing a malicious payload of-
fline and then using it [13, 23, 36, 37]

Finally, Code-Pointer Integrity (CPI) aims to pre-
vent pointer hijacking by storing code pointers, pointers
to code pointers etc. in a safe region; all accesses to the
safe region are instrumented to ensure the integrity of
the pointers. Performance overhead is relatively small
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because CPI only needs to instrument a subset of mem-
ory operations. The critical issue is the protection of the
safe region; on 64-bit Intel processors, segmentation is
not available, thus CPI is forced to use information hid-
ing. Unfortunately, the most efficient implementations
of this defense can also be bypassed [28].

8 Conclusions

The most widely used and privacy-sensitive programs
have large code bases which makes it virtually impossi-
ble to ensure that they contain no vulnerabilities. Many
exploit mitigations have been proposed to prevent at-
tacks, however no existing tool has the performance and
deployability properties that are needed for complex but
user-friendly software such as the Tor Browser.

We have introduced selfrando, a fast and practical
load-time randomization tool. It has negligible run-time
overhead, a perfectly acceptable load-time overhead,
and it requires no changes to protect the Tor Browser.

Moreover, selfrando can be combined with integrity
techniques such as execute-only memory to further se-
cure the Tor Browser and virtually any other C/C++
application.
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Overview of the exploit used
by the FBI in 2013

In 2013, the FBI compromised a number of servers used

by Tor hidden services and used them to serve an exploit

to de-anonymize users of the Tor network [57]. When

the user visited one of the booby-trapped pages in Tor

Browser, the exploit abused an use-after-free vulnera-

bility of Firefox in order to enable arbitrary code execu-

tion [65]. The main payload of the exploit collected the

MAC address and the host name from the victim ma-

chine and sent the data to an attacker-controlled web

server, bypassing Tor [53]. That message also included a

unique ID provided by the booby-trapped page in order

to correlate a specific user to a specific visit. The at-
tacker then knew the public IP address, MAC address
and host name of every user that visited the booby-
trapped page.
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ABSTRACT

Memory-corruption vulnerabilities pose a serious threat to mod-
ern computer security. Attackers exploit these vulnerabilities to
manipulate code and data of vulnerable applications to generate
malicious behavior by means of code-injection and code-reuse at-
tacks. Researchers already demonstrated the power of data-only
attacks by disclosing secret data such as cryptographic keys in the
past. A large body of literature has investigated defenses against
code-injection, code-reuse, and data-only attacks. Unfortunately,
most of these defenses are tailored towards statically generated
code and their adaption to dynamic code comes with the price of
security or performance penalties. However, many common appli-
cations, like browsers and document viewers, embed just-in-time
compilers to generate dynamic code.

The contribution of this paper is twofold: first, we propose a
generic data-only attack against JIT compilers, dubbed DOJITA.
In contrast to previous data-only attacks that aimed at disclos-
ing secret data, DOJITA enables arbitrary code-execution. Second,
we propose JITGuard, a novel defense to mitigate code-injection,
code-reuse, and data-only attacks against just-in-time compilers
(including DOJITA). JITGuard utilizes Intel’s Software Guard Ex-
tensions (SGX) to provide a secure environment for emitting the
dynamic code to a secret region, which is only known to the JIT
compiler, and hence, inaccessible to the attacker. Our proposal is
the first solution leveraging SGX to protect the security critical JIT
compiler operations, and tackles a number of difficult challenges.
As proof of concept we implemented JITGuard for Firefox’s JIT
compiler SpiderMonkey. Our evaluation shows reasonable overhead
of 9.8% for common benchmarks.

1 INTRODUCTION

Dynamic programming languages, like JavaScript, are increasingly
popular since they provide a rich set of features and are easy to
use. They are often embedded into other applications to provide
an interactive interface. Web browsers are the most prevalent ap-
plications embedding JavaScript run-time environments to enable
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website creators to dynamically change the content of the current
web page without requesting a new website from the web server.
For efficient execution modern run-time environments include just-
in-time (JIT) compilers to compile JavaScript programs into native
code.

Code-injection/reuse. Unfortunately, the run-time environment
and the application that embeds dynamic languages often suffer
from memory-corruption vulnerabilities due to massive usage of un-
safe languages such as C and C++ that are still popular for compatibil-
ity and performance reasons. Attackers exploit memory-corruption
vulnerabilities to access memory (unintended by the programmer),
corrupt code and data structures, and take control over the targeted
software to perform arbitrary malicious actions. Typically, attackers
corrupt code pointers to hijack the control flow of the code, and to
conduct code-injection [2] or code-reuse [45] attacks.

While code injection attacks have become less appealing, mainly
due to the introduction of Data Execution Prevention (DEP) or
writable xor executable memory (W®X), state-of-the-art attacks de-
ploy increasingly sophisticated code-reuse exploitation techniques
to inject malicious code-pointers (instead of malicious code), and
chain together existing instruction sequences (gadgets) to build the
attack payload [51].

Code-reuse attacks are challenging to mitigate in general be-

cause it is hard to distinguish whether the execution of existing
code is benign or controlled by the attacker. Consequently, there
exists a large body of literature proposing various defenses against
code-reuse attacks. Prominent approaches in this context are code
randomization and control-flow integrity (CFI). The goal of code
randomization [34] schemes is to prevent the attacker from learning
addresses of any gadgets. However, randomization techniques re-
quire extensions [5, 7, 16, 17, 24] to prevent information-disclosure
attacks [18, 50, 52]. Control-flow integrity (CFI) [1] approaches
verify whether destination addresses of indirect branches com-
ply to a pre-defined security policy at run time. Previous work
demonstrated that imprecise CFI policies in fact leave the system
vulnerable to code-reuse attacks [8, 9, 14, 19, 25, 26, 49]. Further,
defining a sufficiently accurate policy for CFI was shown to be
challenging [21].
Data-only attacks. In addition to the aforementioned attack
classes, data-only attacks [13] have been recently shown to pose a
serious threat to modern software security [30]. Protecting against
data-only attacks in general is even harder because any defense
mechanism requires the exact knowledge of the input data and
the intended data flow. As such, solutions that provide memory
safety [43, 44] or data-flow integrity [10] generate impractical per-
formance overhead of more than 100%.
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JIT attacks. Existing defenses against the attack techniques men-
tioned above are mainly tailored towards static code making their
adoption for dynamic languages difficult. For example, the JIT-
compiler regularly modifies the generated native code at run time
for optimization purposes. On the one hand, this requires the code
to be writable, and hence, enables code-injection attacks. On the
other hand, it makes state-of-the-art defenses challenging to adopt,
either due to the increased performance overhead in the case of
CFI [47] (+9.6%; in total 14.6%)!, or due to unclear practicality of
code-pointer hiding [16]. In particular, the authors point out that
the overhead for the JIT version is much higher and not every
defense deployed for static code was applied to the JIT code [16].
Further, the attacker controls the input of the JIT compiler, and
can input a program that is compiled to native code containing
all required gadgets. Finally, the attacker can tamper with the in-
put of the JIT compiler to generate malicious code, as we show in
Section 3.

Goals and Contributions. In this paper we present our defense,
JITGuard, that hardens JIT compilers for browsers against disclo-
sure attacks. To motivate our defense we first propose a generic
data-only attack against the JIT compiler that allows to execute
arbitrary code, and can bypass all existing code-injection and code-
reuse defenses. Concurrently to our work, researchers published a
data-only attack that targets internal data structures of Microsoft’s
JIT Engine [57]. As we discuss in Section 8.3 JITGuard prevents
this attack as well as our DOJITA. To protect the JIT compiler
against run-time attacks without relying on additional defenses
like code randomization or control-flow integrity, JITGuard uti-
lizes Intel’s Software Guard Extensions (SGX) [32] to execute the
JIT-code compiler in an isolated execution environment. This en-
ables JITGuard to hide the location of JIT-code in memory while
simultaneously preventing an adversary from launching data-only
attacks on the JIT-compiler. In contrast to previous work we do not
require expensive analysis of the generated program to construct
a CFI policy [47], or synchronization between processes [54], or
repetitive system calls to change memory permission [16, 41] while
providing protection against data-only attacks.

To summarize, our main contributions are:

e A generic data-only attack against JIT compilers that can by-
pass all existing JIT code protection techniques. In contrast to a
previous data-only attack [30], which only allows to manipulate
data flow (e.g., to leak cryptographic keys), our attack allows to
execute arbitrary code without manipulating any code pointers.

e A novel JIT compiler protection, JITGuard, which hardens JIT
compilers against code-injection, code-reuse, and data-only at-
tacks. JITGuard utilizes SGX to isolate the JIT compiler from the
surrounding application. As we elaborate in Section 5 this raises
a number of challenges and is technically involved.

e A proof-of-concept implementation of JITGuard for Firefox’s
JavaScript JIT compiler SpiderMonkey and real-world SGX hard-
ware. We explain in detail how we solve several performance-
related challenges that arise when executing the JIT compiler in
an enclave.

!Compared to MCFI [46], a CFI implementation by the same author for static code.
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Figure 1: Main components of a JavaScript JIT engine.

e An extensive performance and security evaluation for JITGuard.
We report an average overhead of 9.8% for the integrated bench-
marking suites of SpiderMonkey.

2 BACKGROUND AND RELATED WORK

In this section we briefly explain the technical concepts required to
understand the remainder of this paper. We start with a short intro-
duction of Intel’s Software Guard Extensions (SGX) [32] which con-
stitutes the trusted computing base for our defense tool JITGuard.
Then we explain the basic principles of just-in-time compilers for
browsers, which is the main use case for our proof-of-concept im-
plementation in this paper.

2.1 Software Guard Extensions

SGX is a hardware extension enabling isolated execution environ-
ments called enclaves. Enclaves are created within a user-mode
process and cannot be accessed by any (higher privileged) system
entity, including the creator process and the OS. This is enforced
by the CPU through access control. In particular, the memory of
an enclave can only be accessed by the code executed within the
enclave. However, this policy can only be enforced while the en-
clave memory resides within the CPU-internal memory (cache). To
protect enclave memory outside of the CPU, it is encrypted and
integrity-protected with an enclave-specific key. The encryption
prevents attackers from accessing any secrets that are stored within
enclaves. Before the enclave memory is loaded into the CPU, SGX
verifies its integrity to ensure that an adversary did not include any
modifications.

The code executed within an enclave runs in the context of the
creating process. Thus, it can access the process memory, e.g., for
communicating with the host. SGX ensures that the enclave is
isolated from other processes, enclaves, and the operating system.

2.2 JIT Engines

JIT engines provide a run-time environment for high-level scripting
languages, allowing the script to interact with application-specific



functionality. They leverage so-called just-in-time (JIT) compilers
to transform an interpreted program or script into native code at
run time. Browsers in particular make heavy use of JIT compilers
to increase the performance of JavaScript programs. JavaScript is a
high-level scripting language explicitly designed for browsers to
dynamically change the content of a website, e.g., in reaction to user
input. In general, JIT engines consist of at least three main com-
ponents, as shown in Figure 1: (D an interpreter, (2) a JIT compiler
and (3) a garbage collector.

(D Interpreter. The purpose of JIT compilers is to increase the
execution performance of JavaScript by compiling the script to
native code. Since compilation can be costly, usually not all of
the scripting code is compiled. Instead, JIT engines include an
interpreter which transforms the input program into unoptimized
bytecode, which is then executed by the interpreter. During the
execution of the bytecode, the interpreter profiles the JavaScript
program to identify parts (i.e., usually functions) of the code which
are executed frequently (hot code). When the interpreter identifies
a hot code path, it estimates if compilation to native code would be
more efficient than continuing to interpret the bytecode. If this is
the case, it passes the hot code to the JIT compiler.

(@ JIT compiler. The JIT compiler takes the bytecode as input
and outputs corresponding native machine code. Similar to regu-
lar compilers, the JIT compiler first transforms the bytecode into
an intermediate representation (IR) of the program, which is then
compiled into native code, also called JIT code. In contrast to the
bytecode, which is interpreted in a restricted environment through
a virtual machine, this native code is executed directly by the pro-
cessor that runs the browser application. To ensure that malicious
JavaScript programs cannot harm the machine of the user, the JIT
compiler limits the capabilities of the emitted JIT code. In partic-
ular, the compiled program cannot access arbitrary memory, and
the compiler does not emit potentially dangerous instructions, e.g.,
system call instructions. Further, the emitted native code is con-
tinuously optimized, and eventually, de-optimized when the JIT
compiler determines that this is not needed anymore. Because the
JIT compiler has to write the emitted native code to memory as
part of its output, the most straightforward way of setting up JIT
code pages is to set them as read-write-executable. Since such pages
represent an easy target for attackers, browsers started mapping
JIT pages as writable while the compiler emits the native code, and
re-mapping the JIT pages to non-writable afterwards [41]. How-
ever, there is still a window of opportunity for an attacker while
the compiler is emitting the code.

(3 Garbage Collector. The last major component is the garbage
collector. In contrast to C and C++, in JavaScript the memory is man-
aged automatically. This means that the garbage collector tracks
memory allocations and releases unused memory when it is no
longer needed.

2.3 JIT-based Attacks and Defenses

Typically attacks on JIT compilers exploit the read-write-executable
JIT memory in combination with the fact that attackers can in-
fluence the output of the JIT compiler by providing a specially

JavaScript
4 N\
function foo() {
var y = 0x3C909090 A 0x90909090;
}
. J
Native Code
4 N\
Address Opcodes Disassembly
0: B8 9090903C mov eax, 0x3C909090
L 5: 35 90909090 Xor eax, 0x90909090 )

Unaligned Native Code

Address Opcodes Disassembly
1: 920 nop
2: 920 nop
3: 90 nop
4: 3C35 cmp al, 35
6: 920 nop
T 920 nop
8: 920 nop
9: 920 nop
. J

Figure 2: During JIT spraying the attacker exploits that large constants are
directly transferred into the native code. By jumping into the middle of an
instruction the attacker can execute arbitrary instructions that are encoded
into large constants.

crafted input program. In the popular pwn2own exploiting con-
test, Gong [28] injected a malicious payload into the JIT memory
to gain arbitrary code execution in the Chrome browser without
resorting to code-reuse attacks like return-oriented programming
(ROP) [51]. To prevent code-injection attacks, WX was adapted
for JIT code [11, 12, 16, 41]. However, as discussed in the previous
section, JIT code pages must be changed to writable for a short time
when the JIT compiler emits new code, or optimizes the existing JIT
code. Song et al. [54] demonstrated that this small time window can
be exploited by an adversary to inject a malicious payload. They
propose to mitigate this race condition by splitting the JIT engine
into two different processes: an untrusted process which executes
the JIT code, and a trusted process which emits the JIT code. Their
architecture prevents the JIT memory from being writable in the
untrusted process at any point in time. Since the split JIT engine
now requires inter-process communication and synchronization
between the two processes, the generated run-time overhead can
be as high as 50% for JavaScript benchmarks. Further, this approach
does not prevent code-reuse attacks.

Code-reuse attacks chain existing pieces of code together to ex-
ecute arbitrary malicious code. JIT engines facilitate code-reuse
attacks because the attacker can provide input programs to the
JIT compiler, and hence, influence the generated code to a certain
degree. However, as mentioned in Section 2.2, the attacker cannot
force the JIT compiler to emit arbitrary instructions, e.g., system
call instructions which are required for most exploits. To bypass
this restriction Blazakis [6] observed that numeric constants in
a JavaScript program are copied to the JIT code, as illustrated in
Figure 2: an adversary can define a JavaScript program which as-
signs large constants to a variable, here the result of 9x3C909090
xor 0x90909090 is assigned to the variable y. When the compiler
transforms this expression into native code, the two constants are
copied into the generated instructions. This attack is known as JIT
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spraying and enables the attacker to inject 3-4 arbitrary bytes into
the JIT code. By forcing the control flow to the middle of the mov
instruction, the CPU will treat the injected constant bytes as an
instruction and execute them.

JIT spraying can be mitigated by constant blinding, i.e., masking
large constant C through xor with a random value R at compile
time. The JIT compiler then emits an xor instruction to unblind the
masked constant before using it ((C®R)® R = C & 0 = C). While
constant blinding indeed prevents JIT spraying it decreases the
performance of the JIT code. Further, Athanasakis et al. [4] demon-
strated that JIT spraying can also be performed with smaller con-
stants, and that constant blinding for smaller constants is impracti-
cal due to the imposed run-time overhead. Recently, Maisuradze
et al. [36] demonstrated a JIT-spraying attack by controlling the
offsets of relative branch instructions to inject arbitrary bytes into
the JIT code.

Another approach to mitigate JIT-spraying is code randomiza-
tion. Homescu et al. [29] adopted fine-grained randomization for
JIT code. However, similar to static code, code randomization for
JIT code is vulnerable to information-disclosure attacks [52]. While
Crane et al. [16] argued that leakage resilience based on execute-
only memory can be applied to JIT code as well, they do not im-
plement code-pointer hiding for the JIT code which makes the per-
formance impact hard to estimate. Tang et al. [55] and Werner et
al. [59] proposed to prevent information-disclosure attacks through
destructive code reads. Their approach is based on the assumption
that benign code will never read from the code section. Destructive
code reads intercept read operations to the code section, and over-
write every read instruction with random data. Hence, all memory
leaked by the attacker is replaced by random data, rendering it unus-
able for code-reuse attacks. However, Snow et al. [53] demonstrated
that this mitigation is ineffective in the setting of JIT code. In par-
ticular, the attacker can use the JIT compiler to generate multiple
versions of the same code by providing a JavaScript program with
duplicated functions. Upon reading the code section the native code
of the first function will be overwritten while the other functions
are intact and can be used by the attacker to conduct a code-reuse
attack.

Ansel et al. [3] designed a generic sandboxing approach based
on Software-based Fault Isolation (SFI), which prevents the JIT-
compiled code from modifying other parts of the program. The
authors do not quote a single overhead figure, however, almost all
of their benchmarks have an overhead greater than 20%.

Niu et al. [47] applied CFI to JIT code and found that it generates
on average 14.4% run-time overhead and does not protect against
data-only attacks which do not tamper with the control flow but
manipulate the data flow to induce malicious behavior.

3 OUR DATA-ONLY ATTACKS ON JIT
COMPILERS

Overview. As mentioned in the previous Section, existing JIT
protections only aim to prevent code-injection or code-reuse at-
tacks. However, in our preliminary experiments we observed that
arbitrary remote code execution is feasible by means of data-only
attacks which corrupt the memory without requiring to corrupt
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Figure 3: DOJITA enables the attacker to execute arbitrary code through a
data-only attack. In particular, the attacker manipulates the IR which is then
used by the JIT compiler to generate native code that includes a malicious
payload.

any code pointers. We implemented an experimental data-only at-
tack against JIT compilers, coined DOJITA (Data-Only JIT Attack),
that manipulates the intermediate representation (IR) to trick the
JIT compiler into generating arbitrary malicious payloads. Our ex-
periments underline the significance of data-only attacks, in the
presence of defenses against control-flow hijacking, and motivate
the design of our defense JITGuard. Figure 3 shows the high-level
idea of DOJITA:

The attacker (D) exploits a memory-corruption vulnerability to
read and write arbitrary data memory; (2) identifies a hot function
F in the input program, which will be compiled to native code;
(3 during the compilation of F the JIT compiler will generate the
corresponding IR; the attacker discloses the memory address of the
IR in memory which is commonly composed of C++ objects; (4) in-
jects crafted C++ objects (the malicious payload) into the existing
IR. (5) Finally the JIT compiler uses the IR to generate the native
code (o). Since the IR was derived from the trusted bytecode input,
the JIT compiler does not check the generated code again. (7) Thus,
the generated native code now contains a malicious payload that is
executed upon subsequent invocations of the function F.

Details. For our experiments we chose the JavaScript engine
of Internet Explorer, called Chakra [38]. Our goal is to achieve
arbitrary code execution by exploiting a memory-corruption vul-
nerability without manipulating the JIT code or any code pointers.
Further, we assume that the static code and the JIT code are pro-
tected against code-reuse and code-injection attacks, e.g., by either
fine-grained code randomization [16], or fine-grained (possibly
hardware-supported) control-flow integrity [31, 47].

For our attack against Chakra we carefully analyzed how the
JIT compiler translates the JavaScript program into native code.
We found that the IR of Chakra is comprised of a linked list of
IR: :Instr C++ objects where each C++ object embeds all informa-
tion, required by the JIT compiler, to generate a native instruction or
an instruction block. These objects contain variables like m_opcode
to specify the operation, and variables m_dst, m_src1, and m_src2
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m_next m_next m_next
m_opcode m_opcode m_opcode
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m_opcode m_opcode m_opcode
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Figure 4: The IR of Chakra consists of a linked list of IR: Instr C++ objects. The
attacker injects instructions by overwriting the m_next pointer of a benign
object (dotted line) to point to a linked list of crafted objects.

to specify the operands for the operation. To achieve arbitrary code
execution, we carefully craft our own objects, and link them to-
gether. Figure 4 shows the IR after we injected our own IR: :Instr
objects (lower part of the figure), by overwriting the m_next data
pointer of the benign IR: :Instr objects (upper part of the figure).
When the JIT compiler uses the linked list to generate the native
code it will include our malicious payload. It is noteworthy that
m_opcode cannot specify arbitrary operations but is limited to a
subset of instructions like (un-)conditional branches, memory ac-
cesses, logic, and arithmetic instructions. This allows us to generate
payloads to perform arbitrary computations, and to read and write
memory. However, for a meaningful attack we have to interact with
the system through system calls. We inject a call instruction to
the system call wrapper functions which are provided by system
libraries. To resolve the addresses of these function, we leverage a
similar approach as JIT-ROP [52]. In particular, we first disclose the
address of GetProcAddress() which is a function that takes the
name of an exported library function as an argument and returns
its address. This enables our payload to resolve and call arbitrary
functions, and hence, interact with the system.

Our proposed data-only attack against the JIT compiler cannot
be mitigated by any state-of-the-art defenses or defenses proposed
in the literature [16, 47]. The reason is that these defenses cannot
distinguish the benign IR from the injected IR.

Implementation. For our proof-of-concept of DOJITA we imple-
mented an attack framework that allows the attacker to specify
an arbitrary attack payload. Our framework parses and compiles
the attack payload to the ChakraCore IR, i.e., the framework au-
tomatically generates C++ memory objects that correspond to the
instruction of the attack payload. Next, the framework exploits
a heap overflow in Array.map() (CVE-2016-7190), which we re-
introduced to the most recent public version of ChakraCore (version
1.4), to acquire the capability of reading and writing arbitrary mem-
ory. After disclosing the internal data-structures of the JIT compiler,
we modify a number of data pointers within these structures to
include our malicious IR. The JIT compiler will then iterate through

the IR memory objects, and generate native code. While the injec-
tion of malicious IR into the benign IR depends on a race condition,
we found that the attack framework can reliably win this race by
triggering the execution of the JIT compiler repeatedly. Appendix A
contains an example payload that creates a file and writes arbitrary
content to it.

Our proposed data-only attack against the JIT compiler cannot
be mitigated by any state-of-the-art defenses or defenses proposed
in the literature [16, 47]. The reason is that these defenses cannot
distinguish the benign IR from the injected IR.

In our testing, DOJITA succeeded 99% of the times.

Comparison to Related Work. Independently from our work,
Theori [57] published a similar attack that also targets the internal
data structures of Microsoft’s JIT compiler. Their attack targets a
temporary buffer which is used by the JIT compiler during com-
pilation to emit the JIT code. This temporary buffer is marked as
readable and writable. However, once the JIT compiler generated
all instruction from the IR, it relocates the content of the tem-
porary buffer into the JIT memory which is marked as readable
and executable. By injecting new instructions into this temporary
buffer one can inject arbitrary code into the JIT memory. Microsoft
patched the JIT compiler to include a cyclic redundancy checksum
of the emitted instructions during compilation. The JIT code is only
executed if the checksum of the relocated buffer corresponds to the
original checksum.

This defense mechanism which was recently added by Microsoft
does not prevent our attack. While the attack by Theori [57] is simi-
lar to ours, we inject our malicious payload at an earlier stage of the
compilation. As a consequence, the checksum, which is computed
during compilation, will be computed over our injected IR. Since
we do not perform any modifications in later stages, the checksum
of the relocated buffer is still valid and the JIT compiler cannot
detect our attack.

In the remainder of this paper, we present our novel defense
that leverages Intel’s SGX to mitigate code-injection, code-reuse,
and data-only attacks against just-in-time compilers (including
DOJITA).

4 THREAT MODEL AND ASSUMPTIONS

The main goal of this paper is to mitigate attacks that target JIT code
generation and attacks exploiting the JIT-compiled code. Therefore,
our threat model and assumptions exclude attacks on the static
code. Our threat model is consistent with the related work in this
area [6, 16, 36, 47, 54].

o Static code is protected. State-of-the-art defenses against code-
injection and code-reuse attacks for static code are deployed and
active. In particular, this means that code-injection is prevented
by enforcing DEP [37], and code-reuse attacks are defeated by
randomization-based solutions [16, 17], or (hardware-assisted)
control-flow integrity [1, 31, 58]. Additionally, we assume that
the static code of the application and the operating system are
not malicious.

e Data randomization. The targeted application employs Ad-
dress Space Layout Randomization (ASLR) [48]. This prevents an
adversary from knowing any addresses of allocated data regions
a priori and enables us to hide sensitive data from the attacker.
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e Secure initialization. An adversary can only attack JITGuard
after its initialization phase.

e Memory-corruption vulnerability. The target program suf-
fers from at least one memory-corruption vulnerability. The
attacker can exploit this vulnerability to disclose and manipulate
data memory of known addresses. This is a common assumption
for browser exploits [14, 49, 52].

o Scripting Engine. An adversary can utilize the scripting engine
to perform arbitrary (sandboxed) computations at run time, e.g.,
adjust the malicious payload based on disclosed information.

The goal of the adversary is to gain the ability to execute arbitrary
code in the browser process. The attacker can then try and further
compromise the system, or leak sensitive information from the web
page (e.g., launching the attack from some malicious advertisement
code). The use of some defense mechanisms, like sandboxing [15,
27], can make the former attack harder. However, such defenses do
not prevent the latter attack and are orthogonal to JITGuard.

We also note that any form of side-channel, e.g., cache and timing
attacks to leak randomized memory addresses, or hardware attacks
are beyond the scope of this paper.

5 DESIGN OF JITGUARD

Our main goal is to harden the JIT compiler against code-injection,
code-reuse and data-only attacks. To achieve this we isolate all
critical components of the JIT compiler from the main application,
potentially containing a number of exploitable vulnerabilities. The
isolation is enforced through hardware by utilizing SGX. Note, that
intuitively one can isolate the whole JIT engine with SGX. However,
the JIT code frequently interacts with static code, and since every
call requires a context switch between enclave and host process,
this would result in a tremendous amount of overhead. To avoid
this overhead we decompose the JIT engine to execute the JIT code
outside of the enclave. To prevent the attacker from exploiting the
JIT code to launch code-injection or code-reuse attacks we hide the
JIT code by using randomization. Further, we mitigate information
disclosure attacks by building an indirection that transfers the
control flow between the static application code and the JIT code
without disclosing the address of the JIT code through trampolines.
Figure 5 shows our design of JITGuard in more detail:

(D We use SGX to isolate the JIT compiler and its data from the
rest of the application. As a consequence the attacker can no longer
exploit memory-corruption vulnerabilities in the host process to
launch attacks against the JIT compiler, as described in Section 3.
(2) We randomize the JIT code and JIT stack memory addresses to
protect against code-injection and code-reuse attacks and prevent
the attacker from locating the JITGuard-Region. Even though our
randomization does not prevent an adversary from injecting code,
e.g., by compiling a specially crafted JavaScript program [6, 36],
the attacker cannot disclose the address of the injected code which
is required to redirect the control flow to the injected code. The
same holds for code-reuse attacks where the attacker requires the
addresses of the gadgets.

(3) We leverage segmentation registers to build an indirection
layer to prevent information-disclosure attacks that target the tran-
sition between static and JIT code. This is necessary since the
attacker is able to disclose data at known addresses (see Section 4).
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Thus, we utilize trampolines which contain jump instructions that
obtain the address of the JIT code using an offset from a segmen-
tation register. The content of the segmentation register itself is
available only through a system call, hence an adversary needs to
launch a successful attack against the JIT compiler to disclose it. The
compiler needs to be able to efficiently update the indirection layer;
however, using read-write-executable permissions would allow an
attacker to simply inject new code into the trampoline mapping. To
allow the former without the latter, we employ a double mapping
of the trampolines (see Figure 6).

Using this technique, the same region in physical memory (9) is
mapped twice in the virtual address space of the process. The first
mapping (5) is executable but not writable. The second mapping ()
is writable but not executable, and its address is protected through
randomization. The compiler uses the second mapping to update
the trampolines (e.g., when a new function is compiled) and the
indirection layer, while the (potentially vulnerable) static code uses
the executable trampoline mapping. Although an adversary has
access to the executable mapping, the address of JIT code cannot be
leaked through the executable trampoline since it is protected using



the segmentation register. In the following we present a proof-of-
concept implementation of JITGuard based on the JavaScript engine
of Firefox called SpiderMonkey. We will explain in detail how we
tackle the challenge of decomposing the JIT engine, adapting the
JIT compiler to SGX, and preventing the JIT compiler and JIT code
from leaking the location of the JITGuard-Region.

Our modifications consist of 2 673 additional lines of code, com-
pared to 521 000 lines of C/C++ code in the SpiderMonkey source.

6 ISOLATING THE JIT COMPILER WITH SGX

The core component of JITGuard is an SGX enclave which contains
the code and data of the JIT compiler and the randomization se-
crets. We will use enclave to refer to this specific enclave. While
enclaves are well suited for isolating trusted code and data, the
SGX threat model assumes everything outside of the enclave is
untrusted. Therefore, SGX requires a context switch to execute
code outside of the enclave. This is an expensive operation and
makes the straightforward approach of isolating the whole JIT en-
gine (including the generated JIT code) impractical because the JIT
code frequently interacts with static application code. In particular,
we measured up to 600 interactions per millisecond in our tests.
However, our threat model (Section 4) is different to that of SGX:
we assume that the code running outside the enclave (static code
and operating system) is not malicious. This allows us to relax
some of the constraints of regular enclave applications. Instead of
using SGX to isolate the full JIT engine, we use it to isolate the
security-critical components (JIT compiler), and to securely store
the randomization secret. This approach enables us to bootstrap
the JITGuard-Region, whose address is unknown to the attacker.
By emitting the JIT code to the JITGuard-Region it can be executed
securely outside the enclave, and we avoid disclosing the location
of the JITGuard-Region by using trampolines. Thus, the JIT code
can interact with the static application code without requiring SGX
context switches.

In the following, we provide more details on how we initialize
JITGuard and the interaction of the JIT compiler in the enclave
with the rest of the JIT engine.

6.1 Initialization

JITGuard is initialized at the start of the program before the attacker
can interact with the vulnerable application. Hence, we can launch
the initialization phase from the static code part of the application.
The initialization component of JITGuard first allocates two mem-
ory regions, the trampoline and the JITGuard-Region, and then
starts the enclave.

JITGuard chooses the location of the JITGuard-Region perfectly
at random and uses it to store the JIT code, the JIT stack, and the
writable mapping of the trampolines. The protection of the JIT
code and stack is based on the assumption that the location of the
JITGuard-Region remains secret throughout the execution of the
application. JITGuard achieves this by passing the randomization
secret to the enclave and setting all memory that was used during
the initialization phase to zero. Henceforth, all memory accesses to
the JITGuard-Region are mediated through the enclave to prevent
the address from being written to memory which is accessible to
the attacker.

The second memory region is the executable mapping of the
trampolines. This double mapping of the trampolines is necessary
because JITGuard needs to modify the trampolines during run time
and the attacker can infer the address of the executable trampo-
lines based on pointers used by the static code. Without this double
mapping, a less secure solution would be to switch the memory
region between read-writable and read-executable. However, an ad-
versary could still exploit the short time window while the memory
is writable to inject malicious code into the trampoline region [54].
We provide more details on our trampoline mechanism in Section 7.

Finally, JITGuard sets up the JIT compiler enclave providing the
address of the JITGuard-Region as a parameter. As mentioned in
Section 2.2, the JIT engine consists of different components. How-
ever, we encapsulate only the JIT compiler inside an enclave. While
switching between enclave and host execution has some overhead,
we carefully designed JITGuard to achieve practical performance,
by executing the rest of the components of the JIT engine outside
the enclave. In our security analysis (Section 8) we explain how
JITGuard securely interacts with the host process.

6.2 Run Time

JITGuard requires a few modifications to the JIT compiler: (1) to be
compatible to SGX, (2) to prevent disclosure of the location of the
JITGuard-Region, and (3) to emit the JIT code to the randomized
memory region.

6.2.1 SGX Compatibility. To make the JIT compiler compatible
with SGX we created a custom system call wrapper and adjusted
the internal memory allocator. As mentioned in Section 2.1, the
operating system is considered untrusted in the SGX design, which
is why the code inside of an enclave cannot use the system call in-
struction. To issue a system call, the enclave code has to first switch
execution to the host process, and then call a wrapper function
of a system library. The SGX developer framework provides func-
tionality to easily call outside functions from the enclave. Outside
functions can then invoke any system call. However, for system
calls in JITGuard we abstained from using the functions generated
by the SDK for two reasons: first, the context switch function of
the developer framework saves the complete state (i.e., all registers)
to enclave memory and then clears the content of all registers to
prevent information leakage to the host process or the operating
system. This is not necessary in our case because we consider the
attacker can only access application memory; second, by issuing a
system call through a library function, data might be leaked outside
of the enclave which then becomes accessible to the attacker. To
avoid both cases, we implemented our own system call wrapper
which stores the required parameters in the designated registers
inside the enclave, and then exits the enclave to issue the syscall
instruction (without storing and clearing the state or writing any-
thing to the application memory). Further, we adjusted the internal
memory allocator of the JIT compiler to use pre-allocated memory
within the enclave to avoid leaking information to the application
memory.

6.2.2 Leakage-resilience. Another challenge is to prevent the JIT
compiler from leaking the address of the JITGuard-Region. Since
the JIT compiler consists of a huge code base it is hard to verify that
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no instruction leaks this address. We avoid manual inspection of
the whole source code of the JIT compiler by employing a fail-safe
technique that is based on a fake pointer. In particular, JITGuard
converts the real pointer to the JITGuard-Region into a fake pointer
by adding a random offset during the creation of the enclave. We
then modify each function that requires access to the JITGuard-
Region (e.g., to emit the JIT code or modify the trampoline) to first
convert the fake pointer back to the original pointer. This happens
as late as possible, e.g., in the very C++ statement that writes a jump
target to the JIT-compiled code page. At the same time we verify
that the code which uses the pointer does not leak the pointer to
memory outside of the enclave. This technique is fail safe because
even if a non-verified function within the enclave would leak the
address, it would only leak the fake pointer. However, the fake
pointer is useless to the attacker without the random offset, which
is stored securely inside enclave memory.

6.2.3 JIT Code Generation. The JavaScript interpreter con-
stantly profiles the code while it executes it. Once the profiler
determines it would benefit the performance to compile the inter-
preted code into native code, it calls the JIT compiler. In JITGuard
this requires the interpreter to issue a context switch to the enclave
and to pass the interpreted code as a parameter. The advantage
of this design is that we have a single point of entry for the JIT
compiler. SGX allows the enclave to access the host memory, so
the compiler in the enclave can directly access the data in the host
memory without the need to copy the data first.

In addition to that, the JIT compiler requires a small number of
functions from the host, e.g., such as timing information, for which
we add dedicated enclave exit points to switch execution to the
host process.

6.3 SpiderMonkey

The previously mentioned implementation details are not specific to
SpiderMonkey, but are valid for most JIT compilers. In the following
we discuss some SpiderMonkey-specific aspects we encountered
while implementing JITGuard.

SpiderMonkey features a second JIT compiler, called IonMonkey.
IonMonkey takes the native code of the regular JIT compiler, called
the Baseline compiler, and speculatively optimizes it (e.g., assuming
that the variables will have the same type as previous invocations).
For our proof-of-concept implementation of JITGuard we disabled
IonMonkey. However, from a conceptual point of view, lonMonkey
can be extended in the same way as the Baseline compiler.

Further, SpiderMonkey recently adopted WeX for the JIT code
which simplified extending SpiderMonkey with JITGuard. The rea-
son is that JIT compilers which do not employ WeX expect to be
able to modify the JIT code at any time, and thus modifications
are spread over multiple functions. In JITGuard the native code
is emitted to the JITGuard-Region, which requires us to adjust all
functions that modify the JIT code. This is limited to a small number
of functions in SpiderMonkey. On the other hand, JIT compilers
that do not support WX can be extended with JITGuard as well,
although we would expect additional engineering effort because of
the more widespread modifications to the JIT code.
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Figure 7: JITGuard mediates control-flow transfers from static code to the JIT
code through call trampolines. In this way, function pointers to the random-
ized JIT region are hidden from an adversary.

7 TRANSFERRING CONTROL FLOW
BETWEEN JIT AND STATIC CODE

JITGuard randomizes the memory location of the JIT code, JIT
stack, and the writable trampoline mapping to protect them from an
adversary with access to the host process memory. However, during
run time the JIT code closely interacts with the static code inside
the host process. Indeed, we counted the number of control-flow
switches between the static code and the JIT code and measured up
to 600 times per millisecond in our testing. Since the attacker has
access to the host memory, we must prevent leaking any pointers
from the randomized region into the non-randomized part of the
host memory. This is challenging, because usually JIT and static
code use the same stack during execution.

To cleanly isolate randomized JIT code from static code, we also
switch to a separate stack, which is hidden inside our randomized
region. In this way, the randomized stack can be used safely during
JIT execution and an adversary cannot recover a return pointer to
the JIT code from the native stack. In the following, we describe
how JITGuard securely handles the transition from static code to
JIT code execution, and JIT code to static code execution.

7.1 Static Code calls JIT Code

Static code calls JIT code functions when switching from interpreted
to optimized script code. This is depicted in Figure 7.

In Step () the static code initiates the switch to the JIT code
by calling a trampoline. Each trampoline targets a single JIT code
function.

If the pointers to the JIT-compiled functions were written as
constants directly in the trampoline code, an adversary could easily
disclose these pointers and compromise the randomized code region.
To prevent this, we set up a x86 segment at initialization time? so
that it starts at a random address. Hence, we only need to write an
offset into that segment to the trampoline. In Step (2) the trampoline
fetches the address of the function inside the randomized area
from a jump table in the randomized segment. Each trampoline
consists of a single jump instruction that retrieves the address using
a constant offset in the segment, e.g., jmp *%gs: (0x2a00). The

2While memory segmentation is not enforced in the 64 bit modes of the x86 processor,
segment registers can still be used to hold such base addresses. This is used on some
operating systems, e.g., to implement fast access to per-cpu data [35]. We leverage the
segmentation register gs, which is not used otherwise.
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start address of the segment cannot be disclosed by the attacker.
The jump table is protected from the attacker because it is located
inside a randomized region.*

In Step (3) the JIT code switches from the native stack to the
randomized stack, and subsequently starts executing its code. In
particular, the randomization code updates rsp and rbp to their
new location inside the randomized area and saves their previous
values in the JIT stack. The JIT code expects a particular alignment
of the stack, so the randomization code needs to adjust the stack
to that alignment. When the JIT-compiled function returns, the
randomization code restores the old values for the registers so they
point to the normal stack again and returns execution to the static
code.

The compiler needs a way to prepare those trampolines. If the
trampolines were writable by the host code, the attacker could write
malicious code to the trampoline and execute it. Thus, JITGuard
leverages a double mapping of the trampolines (see also Figure 6),
and keeps the address of the writable mapping hidden inside its
SGX enclave, so the host code cannot read it.

7.2 JIT Code calls Static Code

During JIT code execution, it is possible to call functions inside the
static code. For instance, JIT code may call a library function that
is implemented in static code.

Usually, the return address of a function is stored on the stack. If
the JIT code calls the native code without taking special measures,
the native code can easily retrieve the return pointer from the stack
and disclose the location of the JITGuard-Region. To prevent this
attack, the native code uses return trampolines to return securely
to the JIT code. Using this scheme, the return address on the native
code stack actually represents the address of the return trampo-
line, which then retrieves the original return address using the
randomized segment (see Section 7.1).

Hence, the JIT code has to prepare the return trampoline prior to
calling the static code function in Step (1) of Figure 8. In particular,
3The base address of the segment can only be disclosed using a system call, arch_prct1,
or using a special instruction, rdgsbase. Our threat model prevents the adversary
from invoking that system call, since it is only used in the initialization code. The
instruction rdgsbase has to be explicitly activated by the operating system, which is
currently not even supported on Linux (and it is not used by Firefox).
“Theoretically, the native code could read the pointers in the randomized segment

using an instruction like mov *%gs: (0x2a00), %rax, but the gs segment register is
not used anywhere in the code of Firefox.

it will store the return address to the JIT code in a jump table, that
is protected because it is located inside the randomized segment.
Furthermore, it will switch the stack pointer to the native stack,
save the offset between the two stacks in the randomized segment,
and set the return address on the native stack to point to the return
trampoline.

In Step (2), the JIT code then issues the static code function call.
The static code then executes normally® until it returns. The return
trampoline in Step (3) then retrieves the original return address
using the segment register and an offset into the jump table. Finally,
it returns to the JIT code, which will restore the JIT stack using the
saved offset and continue execution at the instruction immediately
after the call to the static code.

8 SECURITY ANALYSIS

The goal of JITGuard is to mitigate code-injection, code-reuse, and
data-only attacks against the JIT code. As written in our threat
model (Section 4), protecting the static code, i.e., the browser and
the static part of the JIT compiler, is beyond the scope of this paper
and can be achieved leveraging existing defenses [1, 16, 33].

8.1 Code-injection/reuse Attacks

Both code injection and reuse techniques are used by the attacker
to execute arbitrary code after the control flow has been hijacked.
In particular, the attacker overwrites a code pointer with a mali-
cious pointer to injected code or the first gadget of a ROP payload.
However, this requires that the attacker knows the exact address
of the injected code or the gadget.

JITGuard does not prevent the attacker from injecting code us-
ing techniques like JIT spraying [6, 36]. However, we prevent the
attacker from disclosing the JITGuard-Region which contains the
JIT code and data. As a consequence, the attacker cannot hijack
any code pointers used by the JIT code, and cannot exploit the
generated JIT code for code-injection or code-reuse attacks.

Next, we analyze the resilience of JITGuard against information-
disclosure attacks.

8.2 Information-disclosure Attacks

The security of JITGuard is built on the assumption that the attacker
cannot leak the address of the JITGuard-Region. Therefore, we
carefully analyzed every component that communicates with the
JITGuard-Region and analyzed them. In particular, there are seven
components that interact with the randomized region, and hence,
could potentially leak the randomization secret: (1) the initialization
code, (2) the JIT compiler in the enclave, (3) the JIT code, (4) the
trampolines, (5) the transitions between JIT and static code, (6) the
garbage collector, or (7) system components. In the following we
explain how JITGuard prevents information-disclosure attacks for
each of these components.

SSome native functions require access to the most recent stack frames on the JIT stack.
We support this through copying the most important information of a small number
of recent stack frames from the JIT stack to the corresponding location on the native
code stack. The fields we copy do not contain pointers to the stack and we replace the
address return pointers with the corresponding trampolines. We do not copy these
frames back to the JIT stack, so the native code has no way to influence the JIT stack
(except legitimately returning a value to the caller).
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(1) Initialization code. During the initialization the JITGuard-
Region is allocated through the mmap system call which returns
the memory address. Next, the address of the JITGuard-Region is
passed to the enclave, and we set all registers, local variables, and
the stack memory that is used for temporarily spilling register to
zero. This ensures that the address of the JITGuard-Region is not
stored in memory outside of the enclave.

(2) Enclave. The first action the initialization function of the
enclave takes is to obfuscate the address of the JITGuard-Region
by adding a random value. Henceforth, the JIT compiler will work
on the fake pointers. Note that those fake pointers are useless to
an attacker without the random offset, which is stored securely
inside the enclave. We identified 11 functions that require the actual
address of the JITGuard-Region, e.g., to allocate memory for the JIT
code stack, or to write the generated JIT code. We patch all of these
functions to convert the fake pointer back to the original address as
late as possible, e.g., in the very Ct+ statement that writes a jump
target to the JIT-compiled code page. Further, we ensure that the
original address is then not propagated in the data structures of the
JIT compiler. Since we add this translation to the code ourselves, and
it happens at the very last moment, we can verify that the address
to the JITGuard-Region is never leaked by those 11 functions. Due
to the large code base of the JIT compiler we cannot exclude the
possibility that other functions leak the address of the JITGuard-
Region to memory outside of the enclave. However, in this case
these functions would only leak the fake pointer which cannot be
de-obfuscated without possessing the randomization secret which
is stored securely within the enclave.

(3) JIT code. The JIT code does not leak any pointers to the
JITGuard-Region to attacker-accessible memory. To do this, it would
need to leak either the program counter or the stack pointer to the
heap. We carefully analyzed the JIT compiler and found no support
for such behavior.

Another way the attacker could force the JIT code to indirectly
leak an address that points into the JITGuard-Region is to generate
an exception while the JIT code is executing. This would cause the
operating system to store the current execution context (including
instruction and stack pointers, which would both point into the
JITGuard-Region) in a memory region readable by the attacker.
There are two main strategies the attacker could use to trigger an
interrupt: cause the JIT code to access invalid memory to trigger an
exception, or use a timer to trigger a delayed interrupt. However,
both strategies are infeasible. First, JavaScript is a memory-safe
language, and the JIT-compiled code cannot access invalid mem-
ory. Second, the execution of JavaScript is single-threaded, and
timer events are delivered synchronously, which means that the
JIT code first safely exists, before a timer event, e.g., triggered by
setTimeout (), is handled.

(4) Trampolines. Throughout the run time, the execution
switches between the native code and the JIT code. As explained
in the previous paragraph the JIT code cannot leak any addresses
of the JITGuard-Region. We use trampolines as an indirection to
prevent that any pointers to the JITGuard-Region are leaked to
memory that can be disclosed by the static code. The trampolines
adjust the stack pointer to point to the native or JIT stack, and
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change the control flow. The trampolines use a segment register
as an indirection to access the JITGuard-Region to avoid leaking
any addresses during this transition. Specifically, the CPU resolves
the indirection using the segment register as a base address. The
segment base address is set in the kernel. This translation is trans-
parent to user mode, thus, the attacker cannot disclose the location
of the JITGuard-Region through the trampolines.

(5) [ T/static code transitions. To ensure the JIT code does not
leak any information when it calls a static function, we check any
arguments and the CPU registers to make sure they do not repre-
sent or contain pointers to the JITGuard-Region. We use similar
checks to verify the return value of JIT-compiled functions to static
functions.

(6) Garbage collector. Dynamic languages employ a garbage
collector for automatic memory management. This requires the
garbage collector to be aware of all memory that is used throughout
the execution. On the other hand, the garbage collector code out-
side the enclave cannot handle addresses in the JITGuard-Region.
We moved the code responsible for the garbage collection of sen-
sitive memory areas (JIT-compiled code, JIT stack) to the enclave,
where the actual addresses are available. As a consequence, the at-
tacker cannot leak addresses to the JITGuard-Region by disclosing
memory used by the garbage collector.

(7) System components. Linux’s proc filesystem [22] provides a
special file for each process that contains information about its
complete memory layout. If the attacker gains access to this file, the
attacker can disclose the address of randomized memory sections,
including the JITGuard-Region. However, this file is mainly used
for debugging purposes and on recent versions, access requires
higher privileges by default. Additionally, sandboxes, which are
used as an orthogonal defense mechanism to isolate JIT engines
from the rest of the system (see Section 4), prevent any access to
this file.

8.3 Data-only Attacks

During a data-only attack the attacker manipulates the data on
which the existing code operates. As we have shown in Section 3,
attacks like DOJITA are as powerful as code-injection attacks. JIT-
Guard mitigates data-only attacks like DOJITA by isolating the
code and data of the JIT compiler in an enclave, and isolating it
from the untrusted host process. Hence, the attacker can no longer
manipulate the intermediate representation of the JIT compiler to
launch DOJITA-like attacks. This also prevents attacks [57] that
target the temporary output buffer of the JIT compiler because this
buffer is within the enclave.

For this reason, the only remaining data-only attack vector on
the JIT compiler is its direct input, i.e., the unoptimized JavaScript
bytecode which should be compiled. However, this bytecode rep-
resentation is already used by the JIT engine during interpreter
execution. In Section 2.2 we explained that the interpreter limits the
capabilities of the interpreted bytecode for security reasons. This
is why the bytecode representation is designed in such a way, that
potentially harmful instructions cannot be encoded. For instance,
it does not support system call instructions, absolute addressing,
unaligned jumps, or direct stack manipulation. As a consequence,
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Figure 9: JavaScript performance overhead for Sunspider 1.0.2 with the various components of JITGuard enabled.

an adversary cannot utilize the bytecode to force the JIT compiler
to create malicious native code, but has to resort to manipulating
the IR of the JIT compiler (which is mitigated by JITGuard).

The bytecode uses integer IDs to resolve call targets, which
cannot be exploited by themselves. The IDs are then resolved using
tables, which an adversary could theoretically compromise using
a data-only attack. However, this attack would also work in the
absence of any JIT compiler, and hence, it is not directly related to
JITGuard.

9 PERFORMANCE EVALUATION

We rigorously evaluated the performance impact of JITGuard on
SpiderMonkey using the JavaScript benchmark Sunspider 1.0.2 [56].

Sunspider is a well-known benchmark suite that focuses on
the core of the JavaScript language and is suggested by Mozilla
to measure the performance of SpiderMonkey [42]. The bench-
mark includes multiple real-world tasks that are used in modern
JavaScript apps, like dealing with JSON, code decompression, and
3D raytracing. We chose this benchmark since it only uses the core
functionality of JavaScript, but it does not depend on other parts
of the browser, like the DOM. Our implementation of JITGuard
only includes the core JavaScript engine. The tests from the Sun-
spider suite are also widely used in recent browser benchmarks:
as an example, the JetStream suite incorporates eleven tests from
Sunspider.

Sunspider strives to be statistically sound. The total score of Sun-
spider is the total time needed to perform each of the benchmarks.
We ran each benchmark ten times, and report the relative overhead
on the weighted average of the run times, which equals the relative
overhead on the total time.

We performed all evaluations on a computer with Ubuntu
14.04.4 LTS with the Linux kernel version 3.19.0.25. The machine
has an Intel Core i7-6700 processor clocked at 3.40 GHz and 32 GB
of RAM. We applied our modifications to SpiderMonkey version 47.
To ensure the reliability of the results, we disabled the dynamic
frequency scaling of the processor.

To fully understand the impact of each component of our design,
we measured the overhead of each of them independently, as well

as the overall impact of JITGuard. We summarize our results in
Figure 9.

Static Code — FIT Randomization. First, we evaluated the ran-
domization of the stack during the transition from static code to
JIT-compiled code (Static — JIT: Randomization in Figure 9; see
Section 6.1). This component has no measurable overhead, since
we only add a small constant overhead to each call to the JIT code.
bitops-nsieve-bits has the greatest overhead, 1.6%.

Static Code — JIT Trampolines. Second, we evaluated the impact
of the trampolines that are used for calls from the static code to
the JIT-compiled code (Static — JIT: Trampolines in Figure 9; see
Section 7). The average overhead of this component is around 1.0%,
since we only add one jump instruction compared to the unmodified
flow. Five benchmarks in groups access, bitops, and controlflow have
the highest overheads, ranging from 10% to 19%.

Upon investigation we found that their usage of the trampolines
is significantly higher than usual, up to 316 calls per microsec-
ond compared to the average of 83 calls per microsecond for all
benchmarks.

Both Trampolines and Randomization. We then measured the im-
pact of the trampolines and stack randomization that are employed
for calls from JIT-compiled code to static code, in addition to the pre-
vious components (All Trampolines & Randomization in Figure 9).
We measured these components together as the implementation
depends on the previous components for performance reasons. The
average overhead in this case is 9.2%. access-fannkuch and bitops-
nsieve-bits have the highest overhead, exceeding 19%, due to their
high overheads in the previous test (18%). bitops-bitwise-and and
math-cordic have the highest additional overhead w.r.t. the previous
tests, moving from below 2% to 12.9% and 15.7% respectively. This
additional overhead is due to their high frequency of calls from the
JIT code to the static code, 579 and 594 times per millisecond re-
spectively, compared to the average of 196 times per millisecond for
all benchmarks. This overhead is due to the imbalance between call
instructions and ret instructions, which thrashes the processor’s re-
turn stack. This is necessary to implement our security guarantees.
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The additional overhead of other benchmarks is correlated with
the frequency of these transitions as well.

Full JITGuard. We then measured the impact of the full JITGuard
(Full ITGuard in Figure 9, where the error bars refer to the 95%
confidence interval on the values). The average overhead for the
complete scheme, including trampolines, stack randomization, and
SGX compiler, is 9.8%, implying that the overhead due to SGX
communication and SGX mode switches is well below 1%. This
overhead specifically related to SGX is due to the low number of
calls to the SGX compiler. In average, the SGX compiler is called
only 6 times for each benchmark, while the maximum number of
calls is 23. The maximum overhead in this benchmark is math-
spectral-norm, which exceeds 32%. However, the overhead is still
just 4.8 ms in this case; the higher relative overhead is due to the
very fast run time of this benchmark, 14.6 ms compared to the
average of 230 ms.

Finally, we compared our results to another run of the bench-
mark, with all JIT compilers disabled (interpreter only). JIT allows
the benchmark to run more than 13 times faster on average and up
to 260 times faster for some benchmarks. This confirms that JIT-
compiled code is one order of magnitude faster than the interpreter,
even including our overhead of 9.8%.

10 DISCUSSION

Portability of JITGuard. Applying JITGuard to a JIT engine re-
quires manual effort. However, we argue this one-time effort scales
due to the similarity in the high-level design of major JIT en-
gines and their limited number. In fact, other mitigations, like
CFI [31, 39, 58], require individual effort for each JIT engine as
well.

Choice of different JavaScript Engines. The attentive reader may
have noticed that our attack was implemented for Edge’s JIT engine
while our defense hardens Firefox’s JIT engine. This is due to the
fact that we started both projects independently from each other.
However, the general idea of both the attack and the defense lever-
age design features which are common to all major JIT engines and
are, thus, general.

Effectiveness of memory hiding. A number of recent works [20,
23] have questioned the effectiveness of memory hiding to pro-
tect sensitive memory areas that are not referenced elsewhere in
memory. Gawlik et al. [23] specifically consider a web browser
and introduce crash-resistant programming. However, one of the
countermeasures they mention, guard pages, can be successfully
applied to JITGuard since it only has one randomized region that
needs to be protected. Gawlik et al. exploit signal handlers as an
oracle in order to disclose whether a specific page is mapped. The
code of those handlers can be augmented so that it calls a specific
entry point on the enclave every time such an exception happens.
If the address where the signal happened is close to or inside the
JITGuard-Region, the enclave will then immediately terminate the
program before the address can be exploited by the malicious code.

Alternative Techniques. To isolate the JIT compiler one could use
randomized segments protected through segment registers, or a
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separate process. Using the randomized segments to hide the com-
piler, its stack, and its heap would be possible, but would require a
considerable effort to make sure that no information leak is possible.
On the other hand, SGX provides a clean separation.

Existing browsers can be retrofitted with an SGX-based design,
since it preserves the synchronous call semantics of existing code.
Using a separate process for the compiler, instead, requires a sub-
stantial redesign to support the asynchronous communication used
in IPC.® Using separate processes also means the processes would
have different address spaces and, thus, a higher overhead would
be required due to additional communication and synchronization.
Moreover, a remote procedure call from the browser to the separate
compiler process would incur additional latency if that process is
not already running on another core, which is unlikely, especially
in case of elevated system load. On the other hand, the SGX enclave
is executed on the same core, so it does not require any action from
the system scheduler to run. The enclave can also leverage the data
already stored in the CPU caches. In our evaluation, the overhead
due to SGX is well below 1%. Finally, the remote attestation capabil-
ities of SGX can be leveraged to prove to the server that the browser
is using the JITGuard compiler and that it was not tampered with.

11 CONCLUSION

Protection of modern software against run-time attacks (code in-
jection and code reuse) has been a subject of intense research and
a number of solutions have been deployed or proposed. Moreover,
recently, researchers demonstrated the threat of the so-called data-
only attacks that manipulate data flows instead of the control flow
of the code. These attacks seem to be very hard to prevent because
any defense mechanism requires the exact knowledge of the input
data and the intended data flow. However, on the one hand, most
of the proposed defenses are tailored towards statically generated
code and their adaption to dynamic code comes with the price of
security or performance penalties. On the other hand, many wide-
spread applications, like browsers and document viewers, embed
just-in-time compilers to generate dynamic code.

We present a generic data-only attack, dubbed DOJITA, against
JIT compilers that can successfully execute malicious code even in
the presence of defenses against control-flow hijacking attacks such
as control-flow integrity (CFI) or randomization-based defenses. We
then propose JITGuard, a novel defense to mitigate code-injection,
code-reuse, and data-only attacks against just-in-time compilers
(including DOJITA). For this we utilize Intel’s Software Guard Ex-
tensions (SGX), and explain the challenges that we needed to tackle.
As proof-of-concept we implemented and evaluated JITGuard for
Firefox’s JIT compiler SpiderMonkey. The average overhead for the
complete scheme, including trampolines, stack randomization, and
SGX compiler, is 9.8%, where the overhead due to SGX communi-
cation and mode switches is below 1%. While we are working on
further performance optimizations, our prototype already demon-
strates practicality of JITGuard.

© Recent versions of Chakra have been redesigned [40] around an out-of-process
compiler. Their defense required 27 000 additional lines of code, compared to 640 000
lines of C/C++ code in the Chakra source.
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EXAMPLE PAYLOAD

The text of an example payload to the framework described in Sec-
tion 3 follows. Specifically, this payload creates a file and writes
arbitrary content to it. This payload is parsed by our attack frame-
work, which then creates one or more malicious IR objects for each
statement. The JIT compiler then generates native code correspond-
ing to the payload.
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var payload = °;
push rbp
mov rbp, rsp
sub rsp, 0x500

; Resolve function addresses

; LoadLibraryEx(kernel32.dll, 0,0)
xor r8, r8

xor rdx, rdx

mov rcx, #addr_buf_kernel32dll
call #addr_LoadLibraryExA

mov [#addr_handle_kernel32], rax

; GetProcAddr (hKernel, CreateFile)
mov rcx, rax

mov rdx, #addr_buf_CreateFileA
call #addr_GetProcAddr

mov [#addr_ptr_CreateFileA], rax
mov rcx, rax

)

; GetProcAddr (hKernel, WriteFile)
mov rcx, [#addr_handle_kernel32]
mov rdx, #addr_buf_WriteFile
call #addr_GetProcAddr
mov [#addr_ptr_WriteFilel, rax
; GetProcAddr (hKernel, GetTempPath)
mov rcx, [#addr_handle_kernel32]
mov rdx, #addr_buf_GetTempPath
call #addr_GetProcAddr
mov [#addr_ptr_GetTempPath], rax
; GetProcAddr (hKernel, CLoseHandle)
mov rcx, [#addr_handle_kernel32]
mov rdx, #addr_buf_CloseHandle
call #addr_GetProcAddr
mov [#addr_ptr_CloseHandle], rax
; GetProcAddr (hKernel, ExitThread)
mov rcx, [#addr_handle_kernel32]
mov rdx, #addr_buf_ExitThread
call #addr_GetProcAddr
mov [#addr_ptr_ExitThread], rax
; GetTempPath ()
mov rcx, 0x400
mov rdx, #addr_buf_1024
call [#addr_ptr_GetTempPath]
; strcat(tmppath, filename)
mov rsi, #addr_buf_file_name
mov rdi, #addr_buf_1024
add rdi, rax
XOr rcx, rcx
L_strcat:

Xor rax, rax

mov al, [rsil

mov [rdi], rax

add rcx, 0x1

add rsi, ox1



add rdi, ox1
cmp rcx, #len_file_name
jne L_strcat
; CreateFile ()
mov rax, rsp
add rax, 0x20
mov [rax], 0x2
add rax, 0x8
mov [rax], 0x80
add rax, 0x8
mov [rax], 0x0
xor r9, r9
xor r8, r8
mov rdx, 0x40000000
mov rcx, #addr_buf_1024
call [#addr_ptr_CreateFileAl]
mov [#addr_handle_filel], rax
; WriteFile ()
mov rax, rsp
add rax, 0x20
mov [rax], 0x0
mov r9, #addr_buf_nbw
mov r8, #len_file_content
mov rdx, #addr_buf_file_content
mov rcx, [#addr_handle_file]
call [#addr_ptr_WriteFile]
; CloseHandle ()
mov rcx, [#addr_handle_file]
call [#addr_ptr_CloseHandle]
XOor rcx, rcx
call [#addr_ptr_ExitThread]

SN
y

var args = {

"#addr_LoadLibraryExA"
LoadLibraryEx . hex (),
"#addr_GetProcAddr"
GetProcAddr.hex (),
"#addr_buf_kernel32dll" :
addr_buf_kernel32dll.hex (),
"#addr_handle_kernel32" :

addr_handle_kernel32 .hex (),
"#addr_buf_CreateFileA" :

addr_buf_CreateFileA .hex (),
"#addr_ptr_CreateFileA" :
addr_ptr_CreateFileA . hex (),
"#addr_buf_WriteFile" :
addr_buf_WriteFile.hex (),
"#addr_ptr_WriteFile" :
addr_ptr_WriteFile .hex (),
"#addr_buf_CloseHandle"
addr_buf_CloseHandle .hex () ,
"#addr_ptr_CloseHandle"
addr_ptr_CloseHandle . hex () ,
"#addr_buf_GetTempPath"
addr_buf_GetTempPath.hex (),
"#addr_ptr_GetTempPath"
addr_ptr_GetTempPath.hex (),
"#addr_buf_ExitThread"
addr_buf_ExitThread . hex()
"#addr_ptr_ExitThread" :
addr_ptr_ExitThread. hex()
"#addr_buf_1024"
addr_buf_1024. hex(),
"#addr_buf_file_name'
addr_buf_ ﬁle name . hex()

"#len_file_name' : u64 (0,

file_name .length + 1). hex(),
"#addr_handle_file" :

addr_handle_file .hex (),
"#addr_buf_nbw" :

addr_buf_nbw .hex (),

"#len_file_content" : u64 (0,

file_content.length).hex (),
"#addr_buf_file_content"
addr_buf_file_content.hex (),

75






VoiceGuard: Secure and Private Speech Processing

Ferdinand Brasser', Tommaso Frassetto', Korbinian Riedhammer?, Ahmad-Reza Sadeghi,
Thomas Schneider, Christian Weinert*

ITechnische Universitit Darmstadt, Germany
2University of Applied Sciences Rosenheim, Germany

{ferdinand.brasser, tommaso.frassetto, ahmad.sadeghi}@trust.tufdarmstadt.de,
korbinian@ieee.org, thomas.schneider@cs.tu-darmstadt.de, christian.weinert@crisp-da.de

Abstract

With the advent of smart-home devices providing voice-based
interfaces, such as Amazon Alexa or Apple Siri, voice data is
constantly transferred to cloud services for automated speech
recognition or speaker verification.

While this development enables intriguing new applications,
it also poses significant risks: Voice data is highly sensitive since
it contains biometric information of the speaker as well as the
spoken words. This data may be abused if not protected properly,
thus the security and privacy of billions of end-users is at stake.

We tackle this challenge by proposing an architecture,
dubbed VoiceGuard, that efficiently protects the speech pro-
cessing task inside a trusted execution environment (TEE). Our
solution preserves the privacy of users while at the same time it
does not require the service provider to reveal model parameters.
Our architecture can be extended to enable user-specific models,
such as feature transformations (including fMLLR), i-vectors,
or model transformations (e.g., custom output layers). It also
generalizes to secure on-premise solutions, allowing vendors to
securely ship their models to customers.

We provide a proof-of-concept implementation and evaluate
it on the Resource Management and WSJ speech recognition
tasks isolated with Intel SGX, a widely available TEE implemen-
tation, demonstrating even real time processing capabilities.
Index Terms: speech recognition, privacy protection, cloud
computing

1. Introduction

Devices providing voice-based interfaces are omnipresent in
today’s world. Amazon Alexa, Apple Siri, Google Assistant,
or Microsoft Cortana are available to the more than two billion
smartphone users in 2018. Also, there is a steadily increasing
number of smart-home devices, like Amazon Echo, Apple Home-
Pod, or Google Home, solely relying on voice-based interaction.
Possible application scenarios are not restricted to the consumer
market but increasingly cover professional activities, for example
enterprise-ready smart assistants guiding through complicated
business processes in order to increase productivity.

In any of the aforementioned cases, voice data is constantly
transferred to the cloud for remote speech processing, such as au-
tomated speech recognition (ASR) or speaker verification. This
poses significant security and privacy risks since voice data con-
tains sensitive biometric information as well as the spoken words:
in case unprotected voice data gets out of hand, it may be abused,
e.g., for impersonation attacks, assembling fake recordings, or
simply extracting intimate as well as secret and sensitive content.

A naive solution to these problems is to ship the speech
processing code together with corresponding models to the users
to run locally. While this might be infeasible for low-end devices

anyhow, it also contradicts the business interests of vendors pro-
viding such models which represent their intellectual property.

Attempts based on purely cryptographic solutions, i.e., ho-
momorphic encryption (HE) or secure multi-party computation
(SMPC), guarantee that neither user nor vendor need to reveal
their respective inputs in the clear. However, as we elaborate in
our review of related work in §2, these solutions are highly im-
practical due to their massive overhead in computation time and
communication costs. Besides, none of the existing solutions
considered user-specific models, i.e., the common practice to
train or adapt a separate model for each user that covers devia-
tions from the model to incorporate specific characteristics, e.g.,
in dialect and pronunciation.

Goals and Contributions. To overcome these limitations,
we propose VoiceGuard in §5, an architecture that efficiently
protects speech processing tasks using a trusted execution envi-
ronment (TEE). It allows the secure processing of confidential
data even in a hostile environment by combining cryptographic
techniques with hardware-enforced code and data isolation.

Although the concept of TEEs has been known for many
years, they only recently became widely available with Intel’s in-
troduction of Software Guard Extensions (SGX). SGX is Intel’s
implementation of a TEE available in most of their recent CPUs.
It generated large interest in both academic research and indus-
try: Signal, for example, a popular instant messaging service
similar to WhatsApp, employs Intel SGX to identify the contacts
in a new user’s address book that are signed up to the service
while all other contacts remain private [1]. The deployment of
such privacy-preserving services is also facilitated by leading
cloud service providers (e.g., Microsoft Azure [2]) making this
CPU feature available to customers.

VoiceGuard enables secure and private speech processing,
independent of who actually controls the machine performing
the computation. Thus, it could be hosted by the vendor of the
speech processing software, a third party service provider, or
even the user. The latter on-premise solution could be preferred
if it is necessary to comply to certain legal regulations or the user
wants to exclude the possibility of a malicious party performing
sophisticated hardware attacks.

The architecture of VoiceGuard can easily be extended to
enable user-specific models, such as feature transformations (in-
cluding fMLLR), i-vectors, or model transformations (e.g., cus-
tom output layers). We present a fully functional prototype imple-
mentation of VoiceGuard for ASR based on the kaldi toolkit [3].
Moreover, we conduct an empirical performance evaluation of
the Resource Management and WSJ speech recognition tasks
in §6, thereby demonstrating that the overhead induced by our
protection measures is low enough to enable privacy-preserving
speech recognition in real time.
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2. Related Work

In the following, we briefly review general approaches for
privacy-preserving machine learning (grouped by the underlying
technology) that could be adapted to speech processing tasks
which depend on the evaluation of neural networks. Furthermore,
we review specialized approaches for various privacy-preserving
speech processing tasks.

2.1. Privacy-Preserving Machine Learning

Secure Multi-Party Computation (SMPC). SMPC en-
ables two or more parties to jointly compute a publicly known
function without revealing private inputs to each other by exe-
cuting an interactive cryptographic protocol. Recently, SMPC
protocols and frameworks have been applied to both privacy-
preserving training of neural networks [4] and corresponding in-
ference [5, 6, 7, 8, 9], mostly for image classification tasks. How-
ever, compared to unprotected data processing, SMPC-based so-
lutions require several orders of magnitude higher computation
time and communication cost. They are especially impractical
for on-the-fly processing due to repeated initialization costs.

Homomorphic Encryption (HE). HE allows performing
operations on encrypted data s.t. the decryption of the com-
putation result equals the outcome when performing the same
operations on plaintext data. Microsoft CryptoNets [10] was
the first attempt to utilize HE for secure evaluation of neural
networks, followed by an improvement named CryptoDL [11],
which replaces complex activation functions with approximated
low-degree polynomials. Nevertheless, the reported performance
results indicate that solutions based on heavyweight HE are cur-
rently far from suitable for speech recognition in real time.

TEE. SMPC via TEEs has been proposed in [12, 13, 14].
Ohrimenko et al. [15] adapt several machine learning algorithms,
including neural networks, to prevent cache-based side-channel
attacks in scenarios where multiple institutions use Intel SGX
to securely share their datasets for training and evaluation of
joint machine learning models. In [16], the authors introduce a
similar protection mechanism that is efficient enough for real-
time data processing: instead of preventing memory accesses
that depend on sensitive data, they add noise to memory traces
by accessing dummy data. The very recent Chiron [17] system
allows a user to train a model using the computing resources of
a cloud service provider while the training data remains hidden
and the resulting model can only be accessed as a black box. This
machine learning as-a-service (MLaaS) concept differs from our
scenario where we assume vendors who provide existing models
which should only be evaluated obliviously.

2.2. Privacy-Preserving Speech Processing

Pathak et al. [18] explored how to use the previously mentioned
SC and HE techniques for privacy-preserving versions of speech
processing tasks such as speech recognition and speaker verifi-
cation. However, with their prototype implementation based on
the Paillier HE scheme, it takes more than 3 hours to encrypt
1s of audio and to recognize a single word out of a 10 word
vocabulary. Admitting the impracticality of this approach, the
authors furthermore propose a very efficient solution based on
secure string-matching. Unfortunately, this approach can only
be used for certain tasks such as speaker verification.

Recently, Glackin et al. [19] proposed an architecture for
finding outsourced (encrypted) speech documents that contain
given keywords. The architecture works as follows: (I) the
client translates audio to phonetic symbols using a CNN-based
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acoustic model, (IT) the encrypted phones and a search index are
sent to a server, and (III) the server uses a searchable encryption
scheme to deliver outsourced data matching the given keywords.
However, this approach requires the vendor to hand the acoustic
model to the user in the clear.

3. Background

For the remainder of the paper, we assume familiarity with
state-of-the-art speech processing pipelines and restrict the back-
ground to the introduction of Intel SGX.

Intel SGX. Intel Software Guard Extensions (SGX) enables
processing of confidential data on untrusted systems [20, 21,
22, 23]. SGX introduces the concept of enclaves, which are
programs executed in isolation from all other software on a
system, including privileged software, like the operating system
(OS) or a hypervisor.

Enclaves are loaded as part of a host process and are embed-
ded in its virtual memory, like a library. The initial content of
an enclave is loaded from unprotected memory, hence, it can be
manipulated and is not kept confidential. Therefore, confidential
data must be provisioned to an enclave over a secure channel
after it has been created. However, to ensure that secret data is
not sent to a malicious (or maliciously modified) enclave, the in-
tegrity and authenticity of an enclave needs to be verified before
provisioning secret data. To enable this, SGX provides a security
service called remote attestation (RA). With RA, an external
party can verify whether an enclave was created correctly, i.e., a
cryptographic hash of the initial memory state of an enclave is
signed by the platform signing key which is built into the CPU.

Once available inside an enclave, secret data can be en-
crypted using an enclave-specific key and written to untrusted
storage, e.g., the hard disk. This sealing mechanism allows an
enclave to use secret data across multiple instantiations.

4. Model and Assumptions

In this paper we consider a setting where three parties collaborate
to perform secure and private speech processing:

(1) The user provides the voice data to be processed. She is
concerned about her privacy and does not want the other parties
to identify her based on biometric characteristics in her input.
Additionally, the user does not want to reveal the content of her
input to the other parties, i.e., they should not be able to access
the voice data or the processing results. Lastly, the user does not
want to be traceable across multiple sessions.

(2) The vendor provides the software required for speech
processing together with corresponding models. This data con-
stitutes the vendor’s intellectual property, hence it must be kept
confidential from the other parties.

(3) The service provider carries out the actual computations
based on the user’s and the vendor’s inputs. The service provider
could be an independent third party, e.g., a cloud service provider.
Without loss of generality, the service provider could also be
under the control of the user or the vendor.

Adversary Model. The adversary’s goal is to extract sensi-
tive information, i.e., the intellectual property of the vendor, the
input of the user, or data that allows the adversary to identify or
track the user.

We assume that the adversary is in control of the service
provider’s infrastructure, in particular, all computer systems
involved in performing the speech processing task. The adver-
sary has full control over the software in the service provider’s
infrastructure, including privileged software like the OS or a
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Figure 1: VoiceGuard architecture. User U establishes a secure
channel with the SGX enclave hosted at service provider P and
sends sensitive voice data as well as user-specific adaptation
data 0. Similarly, vendor V sends the sensitive models AM and
LM through a secure channel. P securely processes U’s voice
data using V’s models within an SGX Enclave.

hypervisor. We assume that the adversary cannot perform in-
vasive hardware attacks like extracting keys from the CPU.
We also consider physical side-channel attacks, like differen-
tial power analysis [24], out of scope. We assume the enclave
developer incorporated appropriate defense mechanism to pro-
tect against side-channel attacks leveraging micro-architectural
effects [25, 26, 27].!

5. VoiceGuard Design

Our architecture VoiceGuard enables privacy-preserving and
efficient speech processing on untrusted systems. VoiceGuard
supports different deployment scenarios, i.e., the service provider
is not necessarily a third party, but could also be the user or the
vendor. Common to all scenarios is the basic setup, i.e., at least
two input parties provide sensitive data while the computing
platform is not trusted by at least one of them.

For the sake of simplicity we explain our solution based
on the speech recognition scenario visualized in Fig. 1, where
the service provider P is an untrusted third party, e.g., a cloud
service provider. The vendor V’s private input consists of speech
recognition models. The user U’s private input is the voice data.
In this example, the output is sensitive as well and should only
be made available to the user.”

VoiceGuard works in three phases: (I) preparation, (II) ini-
tialization, and (III) operation. In the first phase, user U and
vendor V need to agree on the code to be executed in the enclave
(“Encl. Code” in Fig. 1). In the second phase, the enclave code
is instantiated. U and V use remote attestation (RA) to establish
secure channels with the enclave through which they provision
their respective encryption keys to the enclave. In the third phase,
the enclave is ready to perform speech processing. Using the
keys transmitted in the previous phase, U and V provide their
respective inputs to the enclave in encrypted form. The result of
the operation phase is encrypted with the user’s key, so only she

'Our evaluation is performed without such protection mechanisms
and thus does not reflect their impact on the performance results.
2The output could also be provided to one or multiple other parties.

can decrypt it. Next, we describe the individual phases in detail:

Preparation Phase. First, U and V need to agree on the
code to be run inside the SGX enclave. While SGX protects
enclaves against accesses from the outside, they are nevertheless
allowed to output data without any restriction. Therefore, U and
V want to make sure that the enclave code only outputs non-
sensitive data. The code typically comes from the vendor, i.e.,
V provisions the enclave code, (D in Fig. 1. Thus, V can easily
ensure that no sensitive data will leave the enclave. The code
itself is not necessarily confidential and is often open source.
However, U has to carefully analyze the enclave code in a vetting
process @ to verify that it does not contain functions which
will leak her sensitive data. The vetting process could also be
outsourced to a trusted third party, e.g., a government institution.

Additionally, the vendor provisions its acoustic model A M
and language model LM to the service provider. Both are en-
crypted with the vendor’s key Ky s.t. the service provider can-
not access the vendor’s intellectual property. At this stage, the
models are not yet loaded inside an enclave, but are written to
untrusted storage, e.g., the hard disk.

Initialization Phase. The enclave is created from the code
provisioned by V earlier @). The creation process is measured by
the SGX-enabled CPU, i.e., a cryptographic hash of the initial
memory content of the enclave is created and stored securely. If
the enclave code is manipulated before or during the creation
process, the measurement will produce a different result and the
manipulation is detected. After the creation is finished, the code
is isolated from all accesses and cannot be changed anymore.

The first operation performed by the enclave is the enclave
initialization, during which the enclave generates a key pair for
asymmetric cryptography operations like RSA [28],% with the
public key PK shown in white in Fig. 1.

Next, U and V need to establish a secure channel with the
enclave by provisioning their keys Ky and Ky, respectively, to
the enclave. We will describe this process for U. The process
for V is identical. VoiceGuard uses public key cryptography
similar to Transport Layer Security (TLS) [29], which is widely
used to secure web sites. The enclave sends its public key PK
to U. However, U needs assurance that the received PK comes
indeed from the correct enclave, i.e., the authenticity of PK must
be established. This is done using the remote attestation (RA)
feature of SGX, which generates a digital signature o (M, PK)
that binds PK to the measurement M of the enclave, @ in Fig. 1.
In particular, the public key PK, which was generated inside
the enclave, and the measurement of the initial enclave memory
content are signed with the platform key. This signature can be
verified using Intel’s public key infrastructure (PKI) for SGX.

The user verifies the signature and checks that M matches
her expectations, i.e., that the enclave has not been altered before
or during creation. If both checks were successful, the user can
be sure that PK belongs to the key pair generated by the correct
enclave and that information encrypted with PK can only be
decrypted inside that enclave. In step 3, U encrypts her key Ki/
with PK and sends the result Epx (K ) to the enclave.

At the end of the initialization, the enclave shares a symmet-
ric key with the user (K, the gray key in Fig. 1) and with the
vendor (Ky, the black key in Fig. 1).

Operation Phase. The user sends encrypted inputs
Ex, (input), i.e., audio samples, to the service provider. Since
the input is encrypted with U’s key, it can only be accessed by
the enclave ®. If applicable, U also sends her user-specific adap-

3This process leverages the hardware random number generator of
the CPU and can therefore not be influenced from outside the enclave.
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tation parameters 6 (e.g., i-vectors), which are also encrypted
with Ky, to the enclave.

Inside the enclave, U’s input is decrypted and passed to
the speech recognition engine (“SR-Engine” in Fig. 1). The
SR-Engine has two additional inputs, the acoustic model AM,
typically a deep neural network (DNN), and the language model
LM, typically a decoding graph. AM is provided by V and
already stored encrypted at P. When AM is used, it is loaded
into the enclave and decrypted using V’s key Ky . Similarly, any
adaptation parameters 6 and the language model LM are loaded
by the enclave, decrypted, and passed to the SR-Engine.

On-demand loading of AM or LM could leak sensitive
information about their structure by observing access patterns.
This can be prevented by storing this data in a randomized order,
i.e., preventing an observer from learning useful information
from observed access patterns [30].

The result of the speech processing is encrypted with Ky
and sent back to the user D.* Additionally, the SR-Engine
may produce updated adaptation parameters 6, which are then
encrypted with K7y and sent back to U.’

Once in the operation phase, the system can be queried
repetitively by the user, thereby avoiding repeated preparation
and initialization costs.

6. Evaluation

To show the effectiveness of VoiceGuard, we created a proof-
of-concept implementation which embeds kaldi [3] in an SGX
enclave using the Graphene library OS [31]. We ran experiments
on two representative corpora: DARPA Resource Management
(RM) [32] and Wall Street Journal (WSJ) [33]. Note that the
purpose of these experiments is not to show improvements for
certain training algorithms, but rather to prove that both regu-
lar and VoiceGuard decoding yield the exact same results with
acceptable overhead. We chose RM and WSIJ since they are
well-established baseline recipes in kaldi which result in very
different net and graph sizes for performance analysis.

For RM, we train on the speaker independent training and
development set (about 4000 utterances) and test on the six
DARPA test runs: Mar and Oct’87, Feb and Oct’89, Feb’91,
and Sep’92 (about 1500 utterances in total), as a joint set. We
use kaldi’s rm/ s5 recipe and train the nnet2_online system
with i-vectors. The resulting DNN is about 3 MB (9 hidden
layers, 750k parameters), the uni- and bigram decoding graphs
are 0.5 MB and 2 MB, respectively. For details of the recipe,
refer to kaldi at commit cd6562.

For WSJ, we train on the full SI284 set (about 60 h) and test
on the Dec’93 development, Nov’92, and Nov’93 test sets. We
use kaldi’s ws j/s5 recipe and also train the nnet2_online
system with i-vectors. The resulting DNN is about 14 MB (15
hidden layers, 3.6 M parameters), the pruned trigram decoding
graph is about 641 MB; since this is not about accuracy, no LM
rescoring is applied. For details of the recipe, refer to kaldi at
commit ec98e7.

In order to determine the overhead induced by VoiceGuard,
we run kaldi on an Intel Core i7-7700 CPU @ 3.6 GHz over
every corpus and report the run time of each test in Table 1. The
overhead of VoiceGuard is between 39 % and 49 % for RM and
between 98 % and 104 % for WSJ. The higher overhead for WSJ
is due to its larger model (graph) size. In the current version of

4The result could also be sent to a different party, even a third party.
U can decrypt 6 and re-encrypt it to make individual requests from
the same user unlinkable.
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Table 1: Performance of VoiceGuard w.rt. baseline kaldi.

Test WER  Baseline (s) VoiceGuard (s) Overhead
RM-bigram 23% 351 522 48.5 %
RM-unigram 154 % 585 815 39.3%
WSJ (dev93)  18.1% 1427 2854 100.1 %
WSJ (eval92) 134 % 876 1736 98.2 %
WSJ (eval93) 15.5% 518 1058 104.3 %

SGX, enclaves can only use up to 96 MB memory and rely on
swapping to access additional data. Table 1 also shows the word
error rate (WER) of each test, which is identical for VoiceGuard
and baseline kaldi since they execute the same code on the same
models resulting in identical lattices and transcriptions.

We also differentiate between the time required to initialize
the SR-Engine and to process a single file. The model setup time
in the baseline is 0.04 s (RM-bigram) and 0.31s (WSJ), while
the setup time for the enclave and the models in VoiceGuard is
0.95 s (RM-bigram) and 23.55 s (WSJ). Note that this overhead
is due to the initialization of enclave memory, occurs only once
when the enclave is started, and is thus not repeated across
multiple queries. The processing with RM-bigram of a 2.79 s
audio file takes 0.32 s in the baseline and 0.50 s in VoiceGuard;
with WSJ, the processing of a 6.12 s audio file takes 1.90s in
the baseline and 4.06 s in VoiceGuard. Thus, the overhead for
the processing of one file is 56 % for RM-bigram and 114 % for
WSJ, similarly to the overheads measured for the various batches,
which indicates that the enclave setup overhead is amortized
across multiple queries. Even though processing time is doubled
in some cases, our results show that VoiceGuard enables privacy-
preserving speech processing even in real time.

7. Conclusion

We proposed VoiceGuard, a novel architecture for privacy-
preserving and efficient speech processing that supports user-
specific models and can be deployed either in the cloud or on-
premise. The evaluation of our prototype implementation demon-
strates applicability for speech recognition in real time. Besides
speech recognition, VoiceGuard’s generic architecture works for
related tasks such as speaker verification or voice biometrics,
including emotion recognition and medical speech processing.

One core aspect to take into consideration when implement-
ing this architecture in production systems is the model size:
both AM and LM need to be loaded into the secure enclave, in
turn causing computational overhead both at initialization and
at run time. While small models such as RM (or models for
speaker verification) require almost no memory, typical high-
accuracy ASR systems would use much larger models than the
WSJ models evaluated in this experiment.

Thus, as part of future work, we will explore distributing
the processing across multiple SGX-enabled nodes and optimize
performance for more accurate models with larger memory re-
quirements. We will also determine the overhead incurred by
employing protection mechanisms against side-channel attacks.
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ABSTRACT

Recent research has demonstrated that Intel’s SGX is vulnerable
to software-based side-channel attacks. In a common attack, the
adversary monitors CPU caches to infer secret-dependent data
accesses patterns. Known defenses have major limitations, as they
require either error-prone developer assistance, incur extremely
high runtime overhead, or prevent only specific attacks.

In this paper, we propose data location randomization as a novel
defense against side-channel attacks that target data access patterns.
Our goal is to break the link between the memory observations by
the adversary and the actual data accesses by the victim. We design
and implement a compiler-based tool called DR.SGX that instru-
ments the enclave code, permuting data locations at fine granularity.
To prevent correlation of repeated memory accesses we periodically
re-randomize all enclave data. Our solution requires no developer
assistance and strikes the balance between side-channel protection
and performance based on an adjustable security parameter.
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1 INTRODUCTION

Intel Software Guard Extensions (SGX) [18, 35] enable execution
of security-critical application code, called enclaves, in isolation
from the untrusted system software. SGX was designed to ensure
confidentiality of enclave data and integrity of enclave execution
and is used in a number of academic works [4, 9, 14, 15, 20, 26, 41,
58, 63, 70].

Recent research has, however, demonstrated that SGX isolation
can be violated using software-based side-channel attacks. In SGX,
memory management, including paging, is left to the untrusted OS
[18]. By monitoring page usage, the OS can learn coarse-grained
enclave control flow or data access patterns [72, 77]. Enclave data
can also be inferred by monitoring CPU caches that are shared
between the enclave and the untrusted software, enabling more
fine-grained information leakage [11, 31, 32, 51, 64]. Such attacks
can defeat one of the main benefits of SGX—the ability to compute
over private data on an untrusted (cloud) platform.

The problem of side-channel leakage has been studied exten-
sively. Oblivious RAM (ORAM) [69] and Oblivious Execution
[44, 45, 48] are well-known defensive techniques. Obfuscuro [1]
implements those techniques for SGX enclaves, hiding all access
patterns. The main drawback is an extremely high runtime over-
head (83% on average and up to 220x). Another common defense is
manual code hardening that is typically used by developers of cryp-
tographic algorithms to make their implementations side-channel
resilient [12]. This defense is not easily applicable to enclaves writ-
ten by developers who are not security experts. Recent research has
also proposed SGX-specific defenses. T-SGX [66] and Déja Vu [17]
use the processor’s transactional memory features to prevent at-
tacks that interrupt the victim enclave repeatedly. Such features
are available only in a subset of SGX processors and the defense
only protects against attacks that leverage interrupts. Cloak [33]
and Raccoon [59] hide memory accesses to developer-annotated
enclave data, but relying on the developer to mark all (possibly
non-obvious) secret data correctly can be very error-prone. In sum-
mary, all known defenses either impose extremely high runtime
overhead, rely on the developer, require functionality that is not
available in all CPUs, or mitigate only specific side channels.

Our goals and approach. In this paper we focus on information
leakage caused by data access monitoring. Our goal is to provide
an automated tool that provides side-channel protection without
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developer assistance and enables an adjustable trade-off between
security and performance.

We focus on data accesses, as they are the target of many recent
SGX attacks [11, 31, 51, 64]. Preventing control flow leakage is
also important, but an orthogonal problem to our work. We build
an automated tool because, similar to the development of other
software, not all enclave developers are security experts and many
would fail to correctly use solutions that require identification
of potentially subtle sources of leakage for manual annotation.
Instead, our primary goal is to strike the balance between provided
protection and performance. While our tool can be configured to
prevent all the leakage, this would incur a prohibitive performance
penalty for most applications. Instead, we aim to give a means to
enclave developers to get the best possible protection for a given
application and performance overhead.

The main idea of our approach is to randomize all data locations
in the enclave’s memory at fine granularity. The enclave generates a
secret randomization key and based on that computes a permutation
for every memory address. As a result, the adversary cannot map
the observed (permuted) memory address to the actual address,
regardless of the channel he uses to make observations [11, 31,
32, 51, 64, 72, 73, 77]. Because all data is randomized without the
need to understand its structure or semantics, we call our approach
semantic-agnostic data randomization.

Randomization is a well-known hardening technique, but our ap-
proach is different from the existing solutions that randomize code
by leveraging its known structure, such as functions or blocks. Due
to the well-known difficulty of C/C++ code analysis and pointer
tracking, no similar structure is available for data [6]. Indeed, exist-
ing randomization tools like SGX-Shield [65] focus on randomizing
the code and do not tackle the problem of data randomization.
Thus, they cannot prevent attacks that exploit data accesses, such
as [11, 31, 51, 64].

Challenges and results. Secure and practical realization of our
approach imposes a number of technical challenges. The first chal-
lenge is secure and efficient permutation computation under adver-
sarial monitoring. If the adversary is able to derive information from
the process of address permutation, he can revert the randomiza-
tion. The second challenge is efficiency — computing a permutation
for every data access is expensive and causes a high overhead. The
third problem is information leakage through repeated memory ac-
cesses. Although an individual access is effectively hidden from the
adversary, repetitive access patterns may allow (permuted) address
correlation and leakage, i.e., correlation attacks.

In this paper, we tackle the above mentioned challenges and
design and implement a compiler-based tool called DR.SGX (Data
Location Randomization for SGX) that instruments enclave code at
compile time such that all memory locations used to store enclave
data (in the heap) are permuted at cache-line granularity during run
time. We realize the permutation securely using small-domain en-
cryption [5] and leveraging the CPU’s hardware acceleration units
(AES-NI). To address correlation attacks, our tool allows periodic re-
randomization of enclave data: more aggressive re-randomization
rates hide repeated memory access patterns better at the cost of
higher run-time overhead.
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The basic runtime overhead of DR.SGX is 4.36X without re-
randomization. Using different re-randomization rates, we mea-
sured an overhead approximately between 5X and 11x. We acknowl-
edge that this is a significant performance penalty, but emphasize
that our solution is at least one order of magnitude faster than
complete ORAM schemes like Obfuscuro [1]. Additionally, we note
that this overhead only applies to the SGX enclave, which handles
just the security-critical part of an application.

Our security evaluation reveals that the protection provided
by DR.SGX depends on the target enclave. Enclaves where pre-
dictable data access patterns, like initialization routines, are soon
followed by secret-dependent data accesses, require aggressive re-
randomization to prevent leakage, incurring higher overhead. In a
corner case, our solution can prevent any leakage by re-randomizing
enclave memory after every memory access, effectively functioning
as an ORAM implementation. However, enclaves where secret-
dependent accesses do not happen (soon) after predictable accesses
can be strongly protected with much lower overhead.

Contributions. This paper makes the following main contribu-
tions:

e Novel approach. We propose a novel approach called
semantic-agnostic data randomization as a defense against
side-channel attacks on SGX.

e New tool. We design and implement a tool called DR.SGX
that instruments code to permute an enclave’s data memory
locations at cache-line granularity and re-randomize them
repeatedly.

o Evaluation. We evaluate the performance of our system, ana-
lyze possible leakage, and show how previous attack targets
can be protected.

The paper is organized as follows: Section 2 defines our problem.
Section 3 presents our approach and Section 4 details on our im-
plementation. We evaluate DR.SGX’s performance in Section 5 and
analyze its security in Section 6. Section 7 reviews related work,
Section 8 provides discussion and Section 9 concludes the paper.

2 PROBLEM STATEMENT

In this work we focus on systems that provide an isolated execution
environment that is implemented as an execution mode of the
main CPU. In particular, the CPU’s shared resources, like caches,
are used by all execution modes of the CPU and thus are shared
between isolation domains. Our work is targeted towards Intel
SGX, however, the same model also applies to other architectures
like ARM TrustZone [2] and SANCTUARY [10] or software-based
isolation solutions [49].

Problem space. Side-channel attacks on software in general, and
SGX in particular, come in many different forms. Any kind of re-
source use that is influenced by the software’s execution and can be
observed by the adversary can serve as a side channel. For instance,
the use of electricity as well as effects thereof like electro-magnetic
emission, or the use of shared CPU caches. In this work we focus on
software side channels, i.e., such that are observable by a software
program running on the target machine, precluding physical or
hardware side-channel attacks.



In the realm of software side-channel attacks a number of distinct
variants exist. On one hand, different shared resources can be used
as a side channel, like the different caches of the CPU, or the virtual
memory management. On the other hand, side-channel attacks can
target different information, including sensitive access patterns to
data as well as secret dependent code execution paths.

In this work we focus on software attacks that target data ac-
cesses and consider attacks aiming to infer the control flow of a
program as an orthogonal problem. Our rationale is two-fold. First,
many side-channel attacks on SGX have been based on data access
patterns [11, 31, 51, 64]. Furthermore, our solution can be combined
with protections against control flow leakage attacks, for example
with the Zigzagger approach proposed by Lee et al. [42].

Adversary model. The adversary’s goal is to extract sensitive in-
formation from an isolated execution environment (enclave) [3, 8]
through cache side-channel attacks (including CPU-internal caches
like the translation look-aside buffer [32]) and/or paging side-
channel attack [72, 77]. Sensitive data in this context are not lim-
ited to cryptographic keys, which are the “classical” targets of
side-channel attacks. Instead, sensitive data have to be seen much
broader, for instance, when processing privacy-sensitive data in the
cloud [11].

The adversary can freely configure and modify all software of
the system, including privileged software like the operating system
(OS). He knows the initial memory layout of the enclave, i.e., the
code and initial data of the enclave. Furthermore, we assume that
the adversary can initiate the enclave arbitrarily often.

However, the adversary cannot directly access the memory of
the enclave. The internal processor state (e.g., the CPU registers) is
inaccessible to the adversary, in the event of an interrupt the state
is securely stored in an isolated memory region. The adversary
cannot modify the code or initial data of the enclave, as enclave’s
integrity can be verified using remote attestation.

We consider our work orthogonal to the recently discovered plat-
form vulnerabilities Meltdown [43] and Spectre [39] that leverage
transient execution to read secrets across isolation boundaries. Al-
though these vulnerabilities apply to SGX enclaves as well [16, 71],
Intel has already issued security updates for SGX that address such
attacks [16]. Also, SGX platform keys from unpatched (and thus
potentially compromised) platforms can be identified at the time
of attestation and revoked [16]. The more general problem of data-
access driven side-channels is much harder to solve in architectures
like SGX. DR.SGX addresses this latter and more difficult problem.

We assume the position of the attacker to be as strong as possible
and therefore we will assume him to have a noise-free cache side-
channel and to be able to obtain a “perfect cache trace” of the en-
clave. This means that he can observe all memory accesses of an en-
clave, e.g., using a cache attack technique such as Prime+Probe [54].
He can precisely determine which cache line has been used by
the enclave and also the order in which the cache lines have been
accessed. The adversary cannot extract information which is more
fine grained than accesses to cache lines, i.e., the offset inside a
cache line is not observable to him (see Section 8 for a discussion of
possible attacks with finer granularity). Additionally, for each mem-
ory access, the adversary can gain information about the accessed
memory pages of an enclave [72, 77].

More formally, trace t = {c1,p1}, ..., {cn, pn} is an ordered list of
side-channel observation pairs that capture every memory access
that the victim enclave makes. In each observation pair, c; is the
part of the memory address that determines the cache line the
accessed address gets mapped to and p; is the part of the address
that determines the accessed memory page. On current Intel CPUs
the cache line size is 64 bytes, thus, the last six bits of an address
are oblivious to the adversary.

Design goals. General statements about which memory accesses
of a program could leak information are hard to make in practice.
All memory accesses must be assumed to potentially leak informa-
tion if the attacker can associate them with relevant data elements
or structures. For the adversary it is sufficient to distinguish two
memory locations to learn one bit of information. Those memory
locations could be two different data structures, e.g., two variables,
or different elements within the same data structure, e.g., different
entries in a table. To protect all possible programs, the data struc-
tures of a program and the elements within data structures both
need to be randomized.

The goal of our work is to provide a protection mechanism
against side-channel attacks that can be applied to arbitrary enclave
programs without developer assistance. In particular, the developer
must not be required to follow any rules or guidelines for program-
ming his application or add annotations to the source code. While
annotating “critical” data in general helps improving the perfor-
mance of most solutions, it is also very error-prone: especially in
non-cryptographic applications, it is not always obvious which
accesses to data objects might leak sensitive information. This is
crucial as most software developers are not security experts and
cannot comprehensively identify data that could leak information.

The goal of DR.SGX is to provide a trade-off between security
and cost in the design space reaching from unprotected processes,
over plain SGX enclaves, enclaves with DR.SGX to oblivious RAM
(ORAM) solutions. On the one hand, plain SGX enclaves provide
basic data protection with little performance penalty; on the other
hand, schemes like Obfuscuro [1] that implement ORAM for every
memory access impose very high performance overheads (83x
on average and up to 220x). DR.SGX strives to protect enclaves
better than plain SGX while keeping the performance overhead at
least one order of magnitude lower than systems like Obfuscuro.
DR.SGX’s security parameter (the re-randomization window w: see
Section 3) allows it to be configured to cover the spectrum between
plain SGX and full ORAM for data accesses. With w = 1 DR.SGX
implements ORAM, admittedly in a costly way. On the other hand,
w = oo only randomizes the initial memory layout of an enclave,
which can be sufficient for some enclaves; we discuss this scenario
in Section 6. For most enclaves a window size between those two
extremes can be chosen. We evaluate different windows sizes in
Section 5.

3 DR.SGX

Our core idea is to break the link between side-channel observations
made by an attacker and the sensitive information processed by the
victim. Side-channel attacks inherently rely on the correlation be-
tween an observable effect and the data the attacker aims to extract.
Our defense obfuscates the link between memory locations and
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----|static const unsigned char FSb[256] = {
0x63, @x7C, Ox77, Ox7B, OxF2, Ox6B, Ox6F, OxC5,
0x30, 0x01, 0x67, Ox2B, OXxFE, OxD7, OxAB, 0x76,
e b

int mbedtls_aes_setkey_enc( ... ) {
... ((uint32_t) FSb[(RK[3] >> 8) & @XFF]) ...
}

FSblSZ..ZSS

FSb1g. 255

W
/%/\/ FSbes 127
%

Initial memory L, L,
layout (L)

Figure 1: DR.SGX’s memory block randomization splits
large memory structures like arrays into small blocks and
reorders them. During the run time of an enclave its mem-
ory layout are re-randomized using the permutation func-
tion 7. Each memory block is the size of a cache line (64 B),
i.e., the finest granularity observable by the adversary.

data elements. Data elements are located at randomized memory
locations, so the adversary cannot deduce which data element was
accessed from an observed memory access location. The adversary
no longer learns which data element was accessed but only learns
that some data element was accessed.

DR.SGX splits enclave memory into small blocks that are ran-
domly reordered, resulting in an unpredictable memory layout from
the adversary’s point of view. Figure 1 illustrates the concept on
the example of the S-box of an AES implementation. By default
the S-box (FSb) is stored as an array in consecutive memory at a
predictable location, shown on the left as initial memory layout Lo
in Figure 1. Through a cache side channel an adversary can observe
which part of the S-box is accessed. Since the accesses to the S-box
depend on the secret key the adversary can use this information to
recover the key. However, the adversary cannot observe accesses
to individual bytes of the S-box but only at the granularity of cache
lines (64 bytes). DR.SGX divides all data memory of an enclave into
blocks of cache line size, illustrated by the blocks forming Ly in
Figure 1. These blocks are reordered by a permutation function 7y,
resulting in a randomized memory layout L;. Throughout the run-
time of an enclave the memory layout is constantly re-randomized,
by applying a permutation function 73 on L; a new and different
memory layout Lj is created. As a result, the memory locations
and thus the cache lines corresponding to the S-box are frequently
changing, hindering the adversary’s ability to link observed (cache
or paging) accesses to the S-box.
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3.1 Requirements and Challenges

Below we describe the main challenges to tackle when implement-
ing this idea.

Semantic gap. Providing side-channel protection through data
randomization without developer assistance (e.g., code annotations)
is a challenging task due to the semantic gap that is inherent to
unsafe languages like C and C++. Currently C and C++ are the
only programming languages officially supported in the software
development kit (SDK) that Intel provides for the development of
SGX enclaves.

Re-randomization. Randomizing the memory layout of a pro-
gram once to prevent an adversary from learning which data has
been accessed is not sufficient. The adversary can determine the
relation of memory locations and data objects based on various
information. For instance, the initialization of data structures can
reveal data locations. In the example in Figure 1, the S-box is ini-
tialized during the creation of the enclave, however, other AES
implementations initialize the S-box at run time which allows the
adversary to learn the locations of all parts of the S-box array after
the initial randomization of the memory layout. Similarly, access
frequency can reveal the randomized location of data elements: if
a particular object is accessed a predictable number of times the
adversary can identify the object by finding the memory location
that was accessed the expected numbers of times (frequency analy-
sis). To thwart the adversary in recovering the randomized memory
location of data objects, their locations need to be changed through-
out the runtime, such that the adversary cannot link data accesses
to data objects.

(Re-)randomization under attacker’s observation. All memory-
related actions of the attacked enclave can be observed by the
adversary, including those required during the initial data random-
ization and during the re-randomization of the memory layout.
The initial (un-randomized) memory layout is known to the ad-
versary, i.e., he can monitor memory events while data is copied
to its randomized locations. Similarly, if the adversary managed
to recover information about the randomized memory layout L,
the adversary could link the re-randomization operations used to
transfer data from L, to L, and thus also gain knowledge about
the new layout L, 4+1. Therefore, the randomization has to be done
in such a way that its effects are not observable by the adversary.

3.2 DR.SGX Design

Our solution, a compiler-based tool called DR.SGX, addresses the
design goals and challenges described above by randomizing all
program data at fine granularity and re-randomizing the data con-
tinuously throughout the run time of the program.

Figure 2 shows the system view of DR.SGX. The trusted com-
puting base (TCB) of an SGX enclave includes the CPU package
and an isolated section of the main memory (RAM). However, the
CPU caches, translation look-aside buffer (TLB) and the page tables
are observable by the adversary. The data cache of the CPU can be
used to observe memory access patterns of an enclave. On the other
hand, the paging mechanism can be exploited in different ways to
learn about memory reads and writes by an enclave. By observing
cache conflicts in the TLB, the adversary learns which memory



RAM
[Funct, [ Funci, | [ Funci, | )
e
&
[FuncM, [FuncM, | [FuncM, |
unsigned char FSb[256] =
F
V|
g
n o
Registers
_____ | FSbea, 127 [FSb1op. 265
Permutation Buffer
Stack
\. J

AES: Advanced Encryption Standard  TLB: Translation Look-aside Buffer
RNG: Random Number Generator

Figure 2: DR.SGX’s system design. The main memory of
an enclave is not directly accessible by the adversary, how-
ever, the adversary can observe memory access indirectly
through cache and paging side channels. The CPU’s internal
state stored in registers and/or special function units (e.g.,
the AES engine) are not observable by the adversary.

pages were used. Additionally, the adversary has control over the
page tables also allowing him to learn which memory pages an
enclave accessed.

However, an SGX enclave also includes components that cannot
be attacked through a software side channel. The CPU’s registers
and accesses to them cannot be observed by the adversary.! Also the
execution unit and special function units, like the random number
generator (RNG) or the AES engine, are secure when operating over
registers. DR.SGX combines these parts and function units of SGX
that are secure against side channels, to obfuscate main memory
accesses to the adversary.

DR.SGX performs randomization at granularity of cache lines,
the finest granularity at which the adversary can distinguish mem-
ory accesses (Section 2). Figure 2 shows how DR.SGX uses a random
permutation function r to reorder the program’s data in memory.
Since the adversary cannot identify individual elements within a
single cache line, accesses to the first array element (FSb[@]) and
the 64th element (FSb[63]) are indistinguishable for the adversary.
The randomization is based on secret values which are generated
and only accessible inside the enclave and only processed by the
hardware AES engine of the CPU. The CPU’s AES engine holds all
state and intermediate results in registers which are not observ-
able by the adversary, hence, the adversary cannot learn about 7
through cache or paging side channels.

!The LazyFP [68] attack cannot be used on SGX enclaves, since the register state is
cleaned by the processor before exiting the enclave.

DR.SGX randomizes global variables and the heap. The stack
cannot be easily randomized, since the hardware expects it to be
contiguous. Thus, variables on the stack larger than a cache line are
moved to the heap, and replaced by a pointer on the stack. The re-
maining variables are protected using multiple memory layouts: for
every function n variants are created (Func1q, Funcy, ..., FuncMp
in Figure 2), all with different stack memory layouts. On every
invocation of a function one of its n variants is chosen randomly.

The size of the memory region (heap) for the enclave’s data is a
parameter of the permutation function 7 (see Section 4).

Memory access instrumentation. DR.SGX performs randomiza-
tion on cache line granularity for two reasons: (a) randomizing at
finer granularity provides no security advantages, and (b) random-
izing in a data structures aware fashion is impractical due to the
semantic gap. Our randomization requires that all memory accesses
are instrumented, which we ensure using a compiler pass. The pro-
gram code determines the memory location (i.e., address) of the
data in the original, un-randomized layout. Then, before the access
is performed, the randomized location of that address is calculated.
The data is then accessed in its new, randomized location.

As we will elaborate in later sections, the cost of performing the
randomization calculation for every memory access is significant.
We overcome this problem by implementing a “permutation buffer”.
The permutation buffer, similar to an address translation cache,
holds the randomized locations of recently used data. Hence, for
data locations stored in the permutation buffer the function 7 does
not need to be recalculated. However, accesses to the permutation
buffer itself must be protected from leaking information. Therefore
the buffer is accessed in an oblivious way.

Initial randomization. The initial randomization of the enclave’s
data needs to be done in a way that cannot be observed by the
adversary, to keep him from learning the randomization function
7 or the new memory layout. In particular, if the adversary can
observe a read operation from the un-randomized initial memory
layout and a subsequent write operation to a randomized address,
he can link data structures to the randomized memory locations.

A general approach to break this linkage is to load a set of data
into CPU registers (register operations cannot be tracked by the
adversary) and write the data in a random fashion to their new
locations. This approach, however, is limited in the amount of the
data that can be loaded at once into registers, enabling the adversary
to learn partial information about the randomized memory layout.

DR.SGX uses a randomization method which hides fine-grained
(cache-line granularity) memory locations from the adversary.
Specifically, we use non-temporal writes [36] that evade the
CPU’s caches, therefore the adversary cannot observe memory
addresses written during the initial randomization. Although the
non-temporal writes prevent accesses to the new memory layout
L; from being cached, the adversary can still observe the written
memory locations through the more coarse-grained paging side-
channel (that is, the adversary’s trace contains a page event p;, but
no cache event ¢; for the non-temporal write). This allows him
to know, for each memory block read from the previous memory
layout Lo, to which memory page it was written in L. However,
multiple cache lines are written to each page: assuming 4 KB pages,
64 cache-line-sized memory blocks will be written to the same page.
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int var[1024];

int main(int argc, char const *argv[]) {
... ]

var[256] = 42;
[...]

@var = common global [1024 x 132] zeroinitializer, align 16
define 32 @main(i32 %argc, i8%** %argv) #0 {
]

[...
store i32 42, 132* getelementptr inbounds ¢
([1024 x i32], [1024 x i32]* @var, i64 0, 7164 256), align 16

@var = common global [1024 x 132] zeroinitializer, align 16

define 132 @main(i32 %argc, 18%* %argv) #0 {
-7

%store.arg.int = ptrtoint 132* getelementptr inbounds ¢

([1024 x i32], [1024 x i32]* @var, i64 0, 7164 256) to 164
%addrencrypt.res.int = call 164 @addrencrypt(i64 %store.arg.int)
%addrencrypt.res = inttoptr 164 %addrencrypt.res.int to i32*%
store i32 42, 132* %addrencrypt.res, align 16

Figure 3: Code instrumentation with DR.SGX. Before each
memory access the randomized memory address is calcu-
lated. The calculation is done by a function provided by the
DR.SGX library (Rand. lib), which can be written in C / C++
and is included in the instrumented binary. The snippets
show the instrumentation of a sample store instruction.

To hide this access pattern the initial randomization of DR.SGX
accesses all memory pages of L for each memory block that is
moved, see Section 6.2.

DR.SGX continuously re-randomizes the memory layout. Start-
ing from the initial memory layout Ly a random permutation func-
tion 1 is applied to derive the first randomized layout L1 = my (Lo).
After a configurable window w the memory layout is re-randomized,
applying 73 to derive Ly = mp (Ll).

Like with the initial randomization, the adversary (who can ob-
serve reads from L, and writes to L,+1) could link those operations
to learn the relation between those memory layouts. Again, DR.SGX
uses non-temporal writes to hide this information. In Section 6 we
explain how a small number of re-randomization rounds hides the
location of the element from the adversary completely.

4 DR.SGX IMPLEMENTATION

This section provides further details of DR.SGX. We explain how we
implemented the key-components of DR.SGX: access instrumenta-
tion, permutation computation, initial randomization, permutation
buffering, and re-randomization. Throughout this section we will
refer to data memory regions or data memory accesses simply as
memory regions and accesses (omitting data).

4.1 Memory Access Instrumentation

DR.SGX randomizes the memory locations of an SGX enclave’s data.
The enclave, however, has been developed targeting a linear (virtual)
memory model. Therefore, each memory access of an enclave has
to be instrumented to determine the correct randomized memory
location of the data element that is meant to be accessed.
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We extended the LLVM compiler [47] to instrument the enclave
code, working at the intermediate representation (IR) level. Figure 3
shows on the top the high-level compile process of LLVM. A source
file on the left is translated by the compiler front-end @, Clang
in the case of C/C++, into a LLVM intermediate representation
(IR) @. The IR is then translated by the back-end @ into target
architecture specific binary code @, which in our case is Intel x86
64-bit. With DR.SGX the IR file is processed by a compiler pass
that instruments all memory access instructions (instrumentation
pass) before it is translated into machine code @ Furthermore,
DR.SGX adds a small library (b), which contains functions used
to perform the randomization. This library can be written in a
high-level language like C/C++ and is translated into IR as well.

Additionally, the instrumentation pass examines all allocations
on the stack and transforms those which are larger than a single
cache line into heap allocations. A pointer to the heap allocation
is placed on the stack and the code is modified to access the heap
allocation instead of accessing the stack.

Instrumentation example. Figure 3 illustrates the instrumentation
of a write access to an array. The code snippet in the C file shows
a write access to the 257-th element of an integer array var. The
code snippet in the middle shows the intermediate representation
(IR) of the write operation. The array is accessed by calculating the
pointer to the 257-th element of the array, using the LLVM func-
tion getelementptr. The value 42 is then stored into this memory
location. The instrumented IR is shown in the bottom code snip-
pet. Again, a pointer to the 257-th element of var obtained using
getelementptr and stored in the variable store.arg.int. How-
ever, before storing the value 42, store.arg.int is passed to the
permutation function addrencrypt. The function returns the per-
muted location of the 257-th element of var, which gets cast from
an integer value to a pointer value (inttoptr). The value 42 is then
stored to the permuted location addrencrypt.res.

4.2 Random Permutation

DR.SGX uses run-time data randomization, which is required for
both the unobservable initial randomization as well as the re-
randomizations. This means that the randomized location of data
must be recovered dynamically. Using a purely random permutation
would require storing extensive meta-data, which would then need
to be accessed in an unobservable way.2 Therefore, DR.SGX uses
a pseudo-random permutation function to determine the random
location of data. This approach has two advantages: (1) collisions,
i.e., different element mapped to the same location, are inherently
avoided, and (2) randomized locations can be computed based on
a non-secret algorithm and a key, which is small compared to the
meta-data in the naive approach. However, the permutation func-
tion itself must be resilient against side-channel attacks, otherwise
the adversary can learn the randomization secret and disclose the
accessed memory locations.

We use small-domain encryption for our random permutation
function. The domain size must be in the order of memory size
used by the enclave employing DR.SGX (divided by the size of a

2The need to maintain meta-data is one of the main problems when using ORAM to
protect SGX enclaves from side-channel attacks targeting the enclave’s main memory
accesses.



cache line). In particular, we use the FFX Format-Preserving En-
cryption scheme, which is based on a 10-round Feistel network [5].
As the underlying block cipher for FFX we used AES, for which
the hardware acceleration extension AES-NI [36] is available in all
SGX-enabled CPUs. AES-NI provides both good performance and
resiliency against cache-based side-channel attacks.

Our implementation only supports single-threaded enclaves.
However, standard software-engineering techniques can be em-
ployed to extend the support to multi-threaded enclaves. Only
the re-randomization operations need to be synchronized between
threads.

4.3 Initial Randomization

The initial randomization is particularly challenging since the ad-
versary knows the initial memory layout of an enclave. If we used
standard write operations to copy data from the initial data section
Ly to the randomized section Li, the adversary would be able to
learn the randomized layout.

In DR.SGX we use non-temporal write instructions to tackle
this problem [36]. Non-temporal write instructions provide the
processor with the meta-information that the data will not be used
again soon by the program and it is not necessary to store them in
the cache. On current Intel processors memory write operations
using this instruction immediately affect the DRAM and are not
buffered in the CPU’s cache,’ i.e., they are invisible to the adversary.
Page-granularity side-channels information is hidden by accessing
all heap memory pages for each block.

The secret keys we need as input to our random permutation
are generated by the hardware random number generator inside
the enclave. We use rdseed to obtain true random numbers from
the CPU [36]. This way the adversary cannot influence or obtain
the secret key.

4.4 Stack Randomization

DR.SGX uses the stack only for data elements that are smaller than
a cache line, all other data are moved to the heap where they are
subject to (re-)randomization. For the remaining data elements on
the stack we use an approach inspired by the code randomization
method introduced by Crane et al. [19]. The stack layout of each
function is randomized by reordering the local variables on the
stack. At compile time n variants of each function with different
stack layouts are generated. At run time one function variant is
chosen at random every time it is invoked. DR.SGX uses n = 10
variants for each function, as the empirical evaluation [19] suggests.

4.5 Permutation Buffer

Performing the calculation for the pseudo-random permutations
is costly and needs to be performed for each memory access. To
improve the performance we introduced a buffer for memory trans-
lations (Permutation Buffer in Figure 2). Permutation is performed
at cache line granularity, i.e., all bytes in one cache line in L are
mapped as a single block. When this block is moved to Ly it will,
with high probability, be mapping to a different cache line, and to

3We verified this behavior on a Skylake test system by issuing a non-temporal write
followed by a read from the same cache line, and verifying that the read generates a
cache miss on all three cache levels.

yet another cache line in Ly, and so on. On recent x86 processors
a cache line is 64 bytes, thus, by storing the result no extra cal-
culations are necessary for memory accesses that fall within the
same cache line. Our buffer is currently 1 KB which allows for a
direct-mapped storage of permutation results for 256 translations.
To prevent leakage through our permutation buffer we access it in
a way which is oblivious to the adversary. For each read operation
to the buffer we simply access all CPU cache lines in our permu-
tation buffer. Moreover, we randomize the location of the items
in the permutation buffer by performing an xor operation with a
randomly-generated value before determining which buffer item to
use. The random value changes and the buffer is invalidated every
time a re-randomization happens.

4.6 Re-Randomization

DR.SGX constantly re-randomizes the memory layout of an enclave.
Figure 2 shows the overall memory layout. The blocks are copied
from L, to Ly41 in the same order as they appear in Lj, so the
adversary only observes reads to every block in L, in order. Like
in the initial permutation, non-temporal write operations are used
to hide fine-grained writes.

For each cache-line-sized memory block in L,;, DR.SGX needs
to compute the corresponding addresses in L, and in L,1. Hence,
the cost of re-randomization primarily comes from the permutation
calculations required. However, the pipelining of AES instructions
in the CPU makes encrypting multiple addresses together faster
than encrypting them sequentially. This reduces the cost for the re-
randomization and leads to better overall performance of DR.SGX.

5 PERFORMANCE EVALUATION

We evaluated the performance of DR.SGX using the benchmark
suite Nbench [13].# We use Nbench because it has been previously
used to analyze SGX performance [65], it relies only marginally on
the file system, and it is relatively simple (5217 LoC), so it can easily
be adapted to run inside an SGX enclave. The original version relies
on timestamps to run each benchmark for an equal amount of time;
since timestamps are not available in SGX enclaves we manually
chose for each benchmark the lowest number of iterations that
yielded a run time greater than 100 ms. We measured the run
time of the benchmarks by briefly switching to the non-SGX mode
and reading the hardware time stamp counter. We measured the
overhead due to this mode switch and it is negligible compared
to the overall run time. Our test system is equipped with an Intel
Skylake i7-6700 processor clocked at 3.40 GHz, 128 MB Enclave
Page Cache, running Ubuntu 14.04.4.

Memory overhead. The memory overhead of DR.SGX is mainly
due to (1) heap randomization and (2) stack randomization. For the
heap randomization two memory areas as large as the heap need to
be reserved while the re-randomization is in progress. In our evalu-
ations the heap size was set to values between 512 KB and 4 MB.
Whenever the re-randomization is ongoing an additional 100% for
the heap size is required. Stack randomization is based on providing
n variants for each function. This increases the memory required

4Benchmarking SGX code can be challenging, since well-known benchmark suites

rely on a number of features, including system calls, timestamps, and the file system,
which are not directly available in SGX.
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Figure 4: Overhead of each benchmark, using various sub-
sets of DR.SGX.

for the code by factor n. We chose n = 10, thus the overhead is 10x.
The size of the stack itself does not increase. For each invocation at
run time only one of the function variants is used, i.e., the number
of stack frames to be stored on the stack does not increase.

Runtime overhead of DR.SGX modifications. We evaluated
DR.SGX with different subsets of its components active. To get
a better understanding of the impact DR.SGX’s individual compo-
nents we ran all benchmarks multiple times activating one more
components for every repetition. A breakdown of each component’s
overhead is shown in Figure 4.

We first tested our mechanism to move large stack allocations to
the heap, i.e., replacing allocations on the stack larger than 63 bytes
with calls to malloc. We measured a negligible overhead well be-
low 1%, which is too small to be visible in Figure 4. Then, we
tested the instrumentation of reads and writes (LLVM instruction
getelementptr). In DR.SGX, instances of this instruction are fol-
lowed by a call to our permutation function, unless the argument
to the instruction is on the stack. In this test, the identity permu-
tation function was used, which returns immediately. Therefore
overhead reflects the impact of the instrumentation alone. We mea-
sured overheads between 0 and 102%, with a geometric mean of 39%
(GEP instr. in Figure 4). Next, we added our stack randomization
using function duplication. The geometric mean of the additional
overhead is 46%, while the maximum is 135% (Function 10X in Fig-
ure 4). Finally, we tested our complete system (without periodic
re-randomization). Overheads range between 0.39x and 12.77X,
with a geometric mean of 4.36x. The benchmarks Assign and LU
have the biggest overheads, 10.56x and 12.77x respectively, due
to high miss rates in our permutation buffer (their miss rates are
~ 13X higher).

Runtime overhead of re-randomization. Next, we assessed the
impact of various window sizes w and heap sizes h on the run
time overhead and re-randomization window duration. We chose
our heap size h € {4 MB, 2 MB, 1 MB, 512 KB} but other values
are also possible. We measured the time required to perform a
re-randomization by dividing the CPU cycles required by the pro-
cessor’s nominal speed, 3.4 GHz. The re-randomization requires
7.31 ms, 4.07 ms, 2.26 ms, and 1.26 ms respectively for h = 4 MB,
h=2MB,h=1MB, h=512KB.
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Figure 5: Overhead of each benchmark, with heap size h
= 4 MB, without re-randomization and with various re-
randomization windows w.
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Figure 6: Geometric mean of the overheads, for various heap
sizes h and various window sizes w. The black line represents
the overhead without re-randomization.

We first measured the run time overheads for h = 4 MB, w €
{10 M, 3 M, 1 M, 300 K}. In Figure 5, the left-most bars in each group
represent the overhead without re-randomization (like Figure 4),
with a geometric mean of 4.36X. Re-randomization every 10 million
accesses (w = 10 M) increases the overhead slightly (geometric
mean of 4.76X). Reducing the window to 3 M, 1 M, and 300 K brings
the geometric mean of the overhead to 5.45%, 7.29%, and 12.21x.

We then measured the overhead for smaller heap sizes. We ex-
pected that halving both the heap size and the window size, i.e.,
re-randomizing a heap half as big twice as often, would yield similar
performance results. Figure 6 shows the overhead depending on
the window size for various heap sizes and confirms our intuition.
Each line refers to a heap size twice as big as the line to its left. The
black line at 4.26x is the overhead measured in the case without
re-randomization and represents lim,y—, o of the overhead; in other
words, increasing the values of w further would bring diminishing
results.

Summary. The performance of our solution depends heavily on
the user parameters. For example, the overhead is 4.8% for parame-
tersh = 1MB and w = 2.5 M.

Developers and system administrators can adjust the parame-
ters of DR.SGX based on the memory needs of their application



and the available computing resources. For example, if the deploy-
ment scenario requires 1 MB of heap memory and allows up to
8% overhead, the window size w can be set to 250 K for maximal
re-randomization rate and security (see Figure 6). We consider this
task of parameter tuning feasible for most developers. A typical
developer may not be able to assess subtle sources of information
leakage for correct source code annotation, but usually the devel-
oper knows the application’s performance requirements and can
set h and w accordingly.

Finally, we emphasize that in many SGX application scenarios,
the overhead of the enclave (imposed by DR.SGX) is not directly
the overhead of the entire application. For example, SGX-based
applications that perform networking or database queries spend
most of their time in the unprotected part of the application, and
therefore the slowdown of the enclave represents only a minor
part of the application’s performance. Thus, in many cases, a high
enclave overhead can still be acceptable for the overall performance.

6 SECURITY ANALYSIS

In this section we analyze the security of DR.SGX. We focus on the
security properties of our novel heap data protection mechanism.
Our stack data protection follows a known approach, evaluated
in [19].

The goal of the adversary is to recover secret data from the victim
enclave based on secret-dependent (heap) data access patterns to
data. Recall that we consider a powerful adversary that gets a perfect
trace of all cache and page events. Since all known attacks [11, 31,
51, 64] exhibit significant noise in the cache channel, this is an over-
approximation of the capabilities of today’s attackers and allows
us to reason about the effectiveness of our solution against more
powerful future adversaries.

In a data-driven side-channel attack, the adversary leaks infor-
mation by monitoring secret-dependent access patterns. We model
this as follows. The targeted victim enclave has secret data s of any
length. The secret could be a cryptographic key, medical data, finan-
cial information or sensitive machine learning training sets. The
enclave has a data structure d that consists of n elements (e, ..., en)
and is accessed based on s. The data structure could be a look-up
table, S-box, index, or in-memory database. The size of each ele-
ment e; is the cache line size (smaller elements cannot be attacked,
larger elements can be modeled as multiple elements). Based on
the value of s, the enclave makes k accesses to different elements of
d. Such access pattern determines the value of s. The enclave may
also make predictable accesses to d (e.g., iterate through it during
initialization).

6.1 Finding Attack Position in Trace

We start our analysis by explaining how the adversary can find the
“attack position” in the side-channel trace, i.e., the position where
(permuted) secret-dependent data accesses take place. The adver-
sary can compile the victim enclave without DR.SGX protection and
instrument those parts of the enclave where the secret-dependent
accesses to d happen. The adversary can then run the instrumented
enclave, monitor side-channels, and based on the instrumentation
learn the position in the trace where the secret-dependent accesses
are located. After that, the adversary can run the victim enclave that

is protected with DR.SGX using the same inputs and again monitor
side-channels. Assuming a deterministic enclave,’ the adversary
obtains a protected trace that includes additional randomization
events to the trace (see Figure 7). Next, the adversary can filter out
all randomization events. Since we use non-temporal (NT) writes
that bypass the cache for randomization writes, the adversary finds
each page event p; that has no corresponding cache event ¢; in
the trace. For each such randomization write, the previous event
in the trace is a read due to the randomization. The adversary re-
moves all randomization events. The known attack position in the
non-protected trace corresponds to the same position in the filtered
protected trace.

6.2 Inferring Secret Enclave Data

Once the attack position is known, the adversary can attempt to
infer secret data s from the permuted memory accesses in the attack
trace. The adversary’s success depends on the type of the victim
enclave.

No predictable accesses. We first consider enclaves that make no
predictable accesses to d (i.e., the enclave accesses d only based on
a pattern that is derived from the secret data s). For such enclaves,
DR.SGX provides strong protection due to its initial randomization
that is illustrated in Figure 7. The enclave’s data is copied from the
known, original memory layout Ly to a new randomized memory
layout L1 in blocks of cache line size using NT writes. For each
block, the initial randomization process performs one read access
to the original memory layout and NT writes to all memory pages.
Because NT writes hide the accessed address at cache-line gran-
ularity, the adversary gains no knowledge of the new location in
L;. The same process is repeated for every memory block and in
the end the location of each block in L; is equally likely for the
adversary.

By observing the permuted side-channel trace, the adversary
may infer execution characteristics such as frequencies of accesses
to the same memory address (e.g., address a was accessed x times).
However, because permuted addresses a can refer to any actually
accessed addresses, such frequency analysis does not help the adver-
sary to infer the secret data s, unless the enclave exhibits predictable
access patterns which we discuss below.

Assuming no predictable access patterns, the best option for the
adversary is a guessing attack. The adversary knows the permuted
addresses of k secret-dependent accesses. For each access, every
address, and thus every data structure element e;, is equally likely.
After observing k distinctive accesses to n elements, the number of
possible alternatives will be given by an arrangement of k from n:
A],‘l = (nf_‘k)' For example, a data structure of n = 50 elements and
any number of secret-dependent accesses resulting in 25 distinctive
accesses to the data structure, the amount of arrangements is 1.96 X
10%, which gives the chance of a random guess of approximately
27131 We conclude that DR.SGX provides strong protection for
enclaves that have no predictable accesses to the data structure d.

5We consider a deterministic enclave, because that is the best case the for adversary
for building the tracking tree. Thus, the following analysis based on this assumption
represents the best case for the adversary regarding finding the attack position in the
trace.
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memory location can reside in any memory location.

Predictable accesses. The second case that we consider is a vic-
tim enclave that exhibits predictable access patterns to d, e.g., the
enclave may initialize d in an order that is known to the adversary.
The enclave may also access elements of d a predictable number
of times. Such predictable accesses in the trace will disclose the
current permuted memory addresses for each accessed element e;.

Figure 7 illustrates an example scenario, where the permuted
address of element e; is revealed to the adversary in memory lay-
out Ly,. The next re-randomization round moves the data of that
element to a new location in layout L,41. Since the move operation
is implemented using NT writes, the adversary learns the new page
in Ly4+1, but not the fine-grained location. The leakage of the target
page allows the adversary to construct a tracking tree for element
ej.

The expansion of the tracking tree depends on the size of the
used memory in the victim enclave. For example, if the victim en-
clave uses 2 MB memory (out of total 4 MB address space), each
memory page contains on the average 32 blocks. On the next re-
randomization round, each of these blocks are moved to new mem-
ory locations in layout L, 2. Because the adversary does not know
the exact location of element e; in L4, he cannot distinguish
when the element is moved from the set of 32 move operations
that use the same page as the source.® From the adversary’s point
of view, after two re-randomization rounds, the element can re-
side in 32 pages with high probability. After four re-randomization

%Qur implementation randomizes 8 blocks at once which makes tracing even more
difficult for the adversary.
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rounds, the adversary must track 323 = 32, 768 re-randomization
moves. Although some of the moves may write to the same target
pages, the tracking tree covers all 1,024 memory pages in Ly44
with high probability, and thus all memory locations are equally
likely for the adversary. For enclaves with smaller heap size (512
KB), similar effect can be achieved after three rounds. The shortest
re-randomization window we tested in Section 5 lasted 0.37 ms, in
which case the required three (or four) re-randomization rounds
would be performed after 1.1 ms (or 1.5 ms) of enclave execution.
We conclude that enclaves with predictable accesses can leak infor-
mation. If the secret-dependent access happens after the predictable
access and before a sufficient number of re-randomization rounds,
the secret may be leaked to the adversary. By touching additional
memory pages on every re-randomization write, the window can
be reduced to fewer rounds. Alternatively, re-randomization rounds
can be performed more frequently. Both approaches increase run-
time overhead.

7 RELATED WORK

Previous research has proposed various side-channel defenses. In
this section we review them and compare existing defenses to
DR.SGX.

ORAM and Oblivious Execution. Oblivious RAM (ORAM) [28-
30, 60, 69, 76] refers to schemes that hide the memory access pattern
of a trusted client (e.g., CPU or network client) to an untrusted
and encrypted memory (e.g., DRAM or server) by introducing fake



accesses and shuffling the encrypted memory elements such that the
observable access pattern is independent of the actual access pattern.
Oblivious execution architectures [44, 45, 48] attempt to hide all
observable effects of program execution, including both memory
accesses (code and data) and timing information. Implementing
ORAM for every enclave memory access is extremely expensive.
Obfuscuro [1], a program obfuscation system, implements both
ORAM and oblivious execution, with performance overheads of
83X on average and up to 220X. DR.SGX’s performance overhead
is at least one order of magnitude lower than Obfuscuro.

Sinha [67] proposes a compiler-based tool to protect code written
in their custom language from paging-based side-channel attacks.
In contrast, DR.SGX works with existing code in C/C++ and also
mitigates cache-based side-channel attacks.

Raccoon [59] is a system that provides oblivious data access only
for developer-annotated enclave data, thus reducing the overhead.
Memory accesses are hidden by either using ORAM or by streaming
over the entire data structure. In contrast, DR.SGX does not rely
on developers to identify and annotate data that might leak.

ZeroTrace [62] is an oblivious data structure framework for SGX
that runs on top of a software memory controller. ZeroTrace is
designed to hide memory access to resources outside of an enclave,
e.g., to the hard disk drive. Importantly, it is not designed to make all
memory accesses of an enclave to its own main memory oblivious,
like DR.SGX does. Furthermore, ZeroTrace requires the developer
to use the memory controller interface for all access that should be
protected. DR.SGX does not require similar developer assistance.

Ohrimenko et. al. propose data-oblivious machine learning algo-
rithms [53] and a side-channel resilient MapReduce framework [52]
for SGX. Fuhry et. al. propose a page-fault side-channel secure
database [27]. Such defenses are tailored to specific enclaves and
algorithms, while DR.SGX applies to arbitrary enclaves.

Transactional memory. Some of the known SGX side-channel
attacks interrupt the victim enclave repeatedly [77]. A correspond-
ing defense is to enable the victim enclave to detect interruption
and take counteractive measures, such as stopping its execution.
T-SGX [66] leverages the Intel Transactional Synchronization Ex-
tension (TSX) to detect asynchronous enclave exits, e.g., due to
interrupts of page faults. Déja Vu [17] monitors the execution time
of an enclave to detect a slowdown caused by frequent interrupts.
These defenses do not prevent attacks that work without inter-
rupts [11, 31, 64]. DR.SGX is applicable to such attacks.

Cloak [33] uses TSX to preform atomic memory operations that
hide sensitive memory accesses. Before sensitive memory is ac-
cessed, all cache lines are touched (primed) by the enclave, and thus
the adversary learns nothing about the enclave’s sensitive accesses.
Cloak relies on the developer to annotate sensitive data structures
that should be protected from side-channel attacks and requires
TSX, which is not supported by all SGX processors. DR.SGX does
not require similar developer assistance and works on all SGX pro-
cessors.

Software diversity. Crane et al. [19] propose to apply dynamic
software diversity, an effective countermeasure against code reuse
attacks and reverse engineering, to defend against cache-based side-
channel attacks. The approach is to create multiple copies of code
and choose one of them at the time of execution. We apply this

technique to protect stack data. However, the solution by Crane et
al. is specifically targeting protection of cryptographic algorithms.
In contrast, DR.SGX can protect non-cryptographic enclaves.

Randomization. Address Space Layout Randomization
(ASLR) [57] is a common defensive technique against memory
corruption attacks such as ROP [61]. ASLR hides the locations of
memory regions (code and data) by randomizing their offsets at
load time. More fine-grained solutions randomize code (but not
data) at function [38], block [21, 75], or instruction [34, 56] level.

Such randomization techniques are insufficient as a side-channel
defense for SGX. Offset-based ASLR is not effective since the priv-
ileged attacker is responsible for memory management and thus
learns the “secret” randomized offsets. Code randomization, as im-
plemented in SGX-Shield [65], is not complete [7] and does not
prevent attacks that monitor data accesses [11, 64, 77].

New cache architectures. Cache-based side channels can be ad-
dressed by changes in the cache architecture. The two common
approaches are (i) cache partitioning [23, 24, 55, 74], dividing the
cache into partitions that are not shared between processes, and
(if) cache access obfuscation [22, 37, 40, 46, 74], where the goal
is to obfuscate the obtainable side-channel information, either by
introducing noise or by randomizing the address to cache line map-
ping. Such defenses require hardware changes and are limited to
cache attacks. DR.SGX works on current processors and applies to
additional side-channels (e.g., page faults).

8 DISCUSSION

Fine-grained leaks. Recent works [50, 78] have investigated the
possibility of leaking information through a side-channel with a
granularity smaller than a cache line. However, they are not appli-
cable in our case.

CacheBleed [78] exploits cache bank conflicts to leak fine-grained
information. This attack does not apply to SGX CPUs due to an
updated cache design. We verified this experimentally.

MemJam [50] uses read-after-write false dependencies to intro-
duce latency when a victim program reads data with a specific
page offset. By measuring the run time of the victim program a
high number of times while jamming different page offsets, the
attacker can infer which offsets are read more often by the victim.
This attack can leak information with a four byte granularity, but
requires an extremely high number of runs (50 million runs for an
attack against a simple and deterministic SGX enclave). However,
with DR.SGX, the page offsets of data change between different
runs, making the correlation of timing information for different
runs exponentially more involved. Moreover, the accesses due to
DR.SGX’s own code generate a significant amount of noise, which
complicates the matter further. Finally, the code of DR.SGX itself
was designed to not be vulnerable to MemJam attacks, e.g., by
randomizing the permutation buffer layout (see Section 4.5).

Leakage quantification. Quantification of cache-based informa-
tion leakage has been studied in previous works. For example,
CacheAudit [25] is a well-known static analysis framework that
given an x86 binary and a cache configuration yields an upper

93



bound on the amount of information leakage via cache- and time-
based side-channels. The information leakage is quantified based
on the number of side-channel observations an attacker can obtain.

CacheAudit, and similar existing tools, are not applicable to our
scenario for two main reasons. First, in the model of CacheAudit,
randomly permuted observations contribute to the total number
of observations, even though the attacker may not learn any use-
ful information from such accesses. Second, CacheAudit does not
consider information leakage through other channels, such as page
faults, that can be correlated with cache observations. Therefore,
CacheAudit cannot be used to quantify informations leakage of
DR.SGX.

9 CONCLUSION

In this paper we have proposed semantic-agnostic data randomiza-
tion as a new defensive approach against side-channel attacks on
SGX. We have designed and implemented DR.SGX, which allows to
instrument enclave code such that all data locations in enclave mem-
ory are permuted at cache-line granularity and re-randomized at
runtime. Unlike previous defenses, our solution allows non-expert
developers to harden their enclaves against various data-driven
attack strategies with an adjustable security-performance trade-off.
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Abstract

Smart contracts are envisioned to be one of the killer appli-
cations of decentralized cryptocurrencies. They enable self-
enforcing payments between users depending on complex
program logic. Unfortunately, Bitcoin — the largest and by far
most widely used cryptocurrency — does not offer support for
complex smart contracts. Moreover, simple contracts that can
be executed on Bitcoin are often cumbersome to design and
very costly to execute. In this work we present FASTKITTEN,
a practical framework for executing arbitrarily complex smart
contracts at low costs over decentralized cryptocurrencies
which are designed to only support simple transactions. To
this end, FASTKITTEN leverages the power of trusted comput-
ing environments (TEEs), in which contracts are run off-chain
to enable efficient contract execution at low cost. We formally
prove that FASTKITTEN satisfies strong security properties
when all but one party are malicious. Finally, we report on
a prototype implementation which supports arbitrary con-
tracts through a scripting engine, and evaluate performance
through benchmarking a provably fair online poker game. Our
implementation illustrates that FASTKITTEN is practical for
complex multi-round applications with a very small latency.
Combining these features, FASTKITTEN is the first truly prac-
tical framework for complex smart contract execution over
Bitcoin.

1 Introduction

Starting with their invention in 2008, decentralized cryptocur-
rencies such as Bitcoin [51] currently receive broad attention
both from academia and industry. Since the rise of Bitcoin,
countless new cryptocurrencies have been launched to address
some of the shortcomings of Nakamoto’s original proposal.
Examples include Zerocash [47] which improves on Bitcoin’s
limited anonymity, and Ethereum [16] which offers complex
smart contract support. Despite these developments, Bitcoin
still remains by far the most popular and intensively stud-
ied cryptocurrency, with its current market capitalization of
$109 billion which accounts for more than 50% of the total
cryptocurrency market size [2].

A particular important shortcoming of Bitcoin is its limited
support for so-called smart contracts. Smart contracts are
(partially) self-enforcing protocols that allow emitting trans-
actions based on complex program logic. Smart contracts
enable countless novel applications in, e.g., the financial in-
dustry or for the Internet of Things, and are often quoted as
a glimpse into our future [9]. The most prominent cryptocur-
rency that currently allows to run complex smart contracts is
Ethereum [16], which has been designed to support Turing
complete smart contracts. While Ethereum is continuously
gaining popularity, integrating contracts directly into a cryp-
tocurrency has several downsides as frequently mentioned
by the advocates of Bitcoin. First, designing large-scale se-
cure distributed systems is highly complex, and increasing
complexity even further by adding support for complex smart
contracts also increases the potential for introducing bugs.
Second, in Ethereum, smart contracts are directly integrated
into the consensus mechanics of the cryptocurrency, which re-
quires in particular that all nodes of the decentralized system
execute all contracts. This makes execution of contracts very
costly and limits the number and complexity of applications
that can eventually be run over such a system. Finally, many
applications for smart contracts require confidentiality, which
is currently not supported by Ethereum.

There has been significant research effort in addressing these
challenges individually. Some works aim to extend the func-
tionality of Bitcoin by showing how to build contracts over
Bitcoin by using multiparty computation (MPC) [37,38,40],
others focus on achieving privacy-preserving contracts (e.g.,
Hawk [35], Ekiden [19]) by combining existing cryptocur-
rencies with trusted execution environments (TEEs). How-
ever, as we elaborate in Section 2, all of these solutions suf-
fer from various deficiencies: they cannot be integrated into
existing cryptocurrencies such as Bitcoin, are highly ineffi-
cient (e.g., they use heavy cryptographic techniques such as
non-interactive zero-knowledge proofs or general MPC), do
not support money mechanics, or have significant financial
costs due to complex transactions and high collateral (money
blocked by the parties in MPC-based solutions).
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In this work, we propose FASTKITTEN, a novel system that
leverages trusted execution environments (TEEs) utilizing
well-established cryptocurrencies, such as Bitcoin, to offer
full support for arbitrary complex smart contracts. We empha-
size that FASTKITTEN does not only address the challenges
discussed above, but is also highly efficient. It can be easily
integrated into existing cryptocurrencies and hence is ready to
use today. FASTKITTEN achieves these goals by using a TEE
to isolate the contract execution inside an enclave, shielding
it from potentially malicious users. The main challenges of
this solution, such as for instance how to load and validate
blockchain data inside the enclave or how to prevent denial
of service attacks, are discussed in Section 3.1. Moving the
contract execution into the secure enclave guarantees correct
and private evaluation of the smart contract even if it is not
running on the blockchain and verified by the decentralized
network. This approach circumvents the efficiency shortcom-
ing of cryptocurrencies like Ethereum, where contracts have
to be executed in parallel by thousands of users. Most related
to our work is the recently introduced Ekiden system [19],
which uses a TEE to support execution of multiparty compu-
tations but does support contracts that handle coins. While
Ekiden is efficient for single round contracts, it is not de-
signed for complex reactive multi-round contracts, and their
off-chain execution. The latter is one of the main goals of
FASTKITTEN.

We summarize our main goals and contributions below.

* Smart Contracts for Bitcoin: We support arbitrary
multi-round smart contracts executed amongst any fi-
nite number of participants, where our system can be run
on top of any cryptocurrency with only limited script-
ing functionality. We emphasize that Bitcoin is only one
example over which our system can be deployed today;
even cryptocurrencies that are simpler than Bitcoin can
be used for FASTKITTEN.
Efficient Off-Chain Execution: Our protocol is de-
signed to keep the vast majority of program execution
off-chain in the standard case if all parties follow the
protocol. Since our system incentivizes honest behavior
for most practical use cases, FASTKITTEN can thus run
in real-time at low costs.

» Formal Security Analysis: We formally analyze the
security of FASTKITTEN in a strong adversarial model.
We prove that either the contract is executed correctly,
or all honest parties get their money back that they have
initially invested into the contract, while a malicious
party loses its coins. Additionally, the service provider
who runs the TEE is provably guaranteed to not lose
money if he behaves honestly.

e Implementation and benchmarking: We provide an
in-depth analysis of FASTKITTEN’s performance and
costs and evaluate our framework implementation with
respect to several system parameters by offering bench-
marks on real-world use cases. Concretely, we show that
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online poker can run with an overall match latency of
45ms and costs per player are in order of magnitude of
one USD, which demonstrates FASTKITTEN’s practical-
ity.
We emphasize that FASTKITTEN requires only a single TEE
which can be owned either by one of the participants or by an
external service provider which we call the operator. In addi-
tion, smart contracts running in the FASTKITTEN execution
framework support private state and secure inputs, and thus,
offer even more powerful contracts than Ethereum. Finally,
we stress that FASTKITTEN can support contracts that may
span over multiple different cryptocurrencies where each par-
ticipant may use her favorite currency for the money handled
by the contract.

2 Related Work

Support for execution of arbitrary complex smart contracts
over decentralized cryptocurrencies was first proposed and
implemented by the Ethereum cryptocurrency. As pointed
out in Section 1, running smart contracts over decentralized
cryptocurrencies results in significant overheads due to the
replicated execution of the contract. While there are currently
huge research efforts aiming at reducing these overheads
(for instance, via second layer solutions such as state chan-
nels [24,49], Arbitrum [34] or Plasma [55], outsourcing of
computation [58], or permissioned blockchains [46]), these so-
lutions work only over cryptocurrencies with support complex
smart contracts, e.g. over Ethereum. Another line of work,
which includes Hawk [36] and the “Ring of Gyges” [33], is
addressing the shortcoming that Ethereum smart contracts
cannot keep private state. However, also these solutions are
based on complex smart contracts and hence cannot be inte-
grated into popular legacy cryptocurrencies such as Bitcoin,
which is the main goal of FASTKITTEN.

In this section we will focus on related work, which con-
siders smart contract execution on Bitcoin. We separately
discuss multiparty computation based smart contracts and so-
lutions using a TEE. We provide a more detailed discussion on
how the above-mentioned Ethereum based solutions compare
to FASTKITTEN in Appendix A. Additionally, in Section 8
we discuss some exemplary contract use cases and compare
their execution inside FASTKITTEN with the execution over
Ethereum.

Multiparty computation for smart contracts An interest-
ing direction to realize complex contracts over Bitcoin is to
use so-called multiparty computation with penalties [38—40].
Similar to FASTKITTEN these works allow secure m-round
contract execution but they rely on the claim-or-refund func-
tionality [39]. Such a functionality can be instantiated over
Bitcoin and hence these works illustrate feasibility of generic
contracts over Bitcoin. Unfortunately, solutions supporting
generic contracts require complex (and expensive) Bitcoin
transactions and high collateral locked by the parties which
makes them impractical for most use-cases. Concretely, in



Minimal Generic

A h Pri
pproac #TX Collateral Contracts rivacy
Ethereum contracts ~ O(m) O(n) v X
MPC [38-40] o)  O(n’m) v v/
Ekiden [19] O(m) no support for money v
FASTKITTEN o(1) O(n) v v

Table 1: Selected solutions for contract execution over Bitcoin
and their comparison to Ethereum smart contracts. Above, n
denotes the number of parties and m is the number of reactive
execution rounds.

all generic n-party contract solutions we are aware of, each
party needs to lock O(nm) coins, which overall results in
O(n’m) of locked collateral. In contrast, the total collateral
in FASTKITTEN is O(n), see column “Collateral” in Table 1.
It has been shown that for specific applications, concretely, a
multi-party lottery, significant improvements in the required
collateral are possible when using MPC-based solutions [48].
This however comes at the cost of an inefficient setup phase,
communication complexity of order O(2"), and O(logn) on-
chain transactions for the execution phase. Let us stress that
the approach used in [48] cannot be applied to generic con-
tracts.

Overall, while MPC-based contracts are an interesting direc-
tion for further research, we emphasize that these systems are
currently far from providing a truly practical general-purpose
platform for contract execution over Bitcoin—which is the
main goal of FASTKITTEN.

TEEs for blockchains There has recently been a large
body of work on using TEEs to improve certain features
of blockchains [10,43,59, 63,64]. A prominent example is
Teechain [43], which enables off-chain payment channel sys-
tems over Bitcoin. Most of these prior works do not use the
TEE for smart contract execution. Some notable exceptions
include Hawk [36] and the “Ring of Gyges” [33], who pro-
pose privacy preserving off-chain contracts execution, but, as
already mentioned, do not work over Bitcoin.

Probably most related to our work is Ekiden [19], which
proposes a system for private off-chain smart contract ex-
ecution using TEEs. While Ekiden focuses on solutions
over Ethereum, it does not require a powerful scripting lan-
guage of the underlying blockchain technology — just like
FASTKITTEN. Despite the conceptual similarities of Ekiden
and FASTKITTEN, the goals of these systems are orthogonal.
Ekiden aims at moving heavy smart contract execution off
the chain in order to reduce the cost of executing complex
contract functions. In contrast, FASTKITTEN focuses on effi-
cient off-chain execution of multi-round contracts between a
set of parties. Importantly, we require our system to natively
handle coins of the underlying blockchain. A joint goal of
both systems is to provide state privacy of the contracts.
Ekiden considers clients (contract parties) and computing

nodes which have a similar task as FASTKITTEN’s TEE oper-
ator since they also execute contracts inside a TEE. In contrast
to FASTKITTEN, Ekiden sends the encryption of the resulting
contract state to the blockchain after every function call. If
a client requests another function call, a selected computing
node takes the state from the blockchain, decrypts it inside
its enclave and performs the contract execution. This implies
that reactive multi-round contracts are very costly even in the
standard case when all participating parties are honest (c.f.
column “Minimal # TX” in Table 1).

Ekiden relies on multiple TEEs and guarantees service avail-
ability as long as at least one TEE is controlled by an honest
computing node. We note in Section 9.2 that fault tolerance
can be integrated into FASTKITTEN in a straightforward way.
Additionally, Ekiden aims to achieve forward secrecy even if a
small fraction of TEEs gets corrupted via, e.g., a side-channel
attack. Their strategy is to secret-share a long-term secret key
between the TEEs and use it to generate a short-term secret
key every “epoch”. Hence, an attacker learning the short-term
key can only decrypt state from the current epoch. While
side-channel attacks are out of scope of this work, note that
FASTKITTEN can achieve forward secrecy of states in case
of side-channel attacks using the same mechanism as Ekiden.
An important part of the FASTKITTEN construction is the
fair distribution of coins through the enclave. Ekiden does
neither model nor discuss the handling of coins. It is not
straightforward to add this feature to their model since the
contract state is encrypted and hence the money cannot be
unlocked automatically on-chain.

3 Design

FASTKITTEN allows a set of n users Py, ..., P, to execute an
arbitrary complex smart contract over a decentralized cryp-
tocurrency that only supports very simple scripts. Concretely,
FASTKITTEN considers cryptocurrencies that, in addition to
supporting simple transactions between users, offer so-called
time-locked transactions. A transaction is time-locked if it
is only processed and integrated into the blockchain after a
certain amount of time has passed. Moreover, FASTKITTEN
requires that transactions contain space for storing arbitrary
raw data. We emphasize that these are very mild require-
ments on the underlying cryptocurrency that, for instance,
are satisfied by the most prominent cryptocurrency Bitcoin.'
FASTKITTEN leverages these properties together with the
power of trusted execution environments to provide an effi-
cient general-purpose smart contract execution platform.

As discussed in the introduction, a contract is a program
that handles coins according to some—possibly complex—
program logic. In this work, we consider n-party contracts,
which are run among a group of parties Py,...,P, and have
the following structure. During the initialization phase, the
contract receives coins from the parties and some initial in-

IBitcoin transactions can store up to 97 KB of data [44]; multiple trans-
actions can be used for bigger payloads.
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puts. Next, it runs for m reactive rounds, where in each round
the contract can receive additional inputs from the parties P;,
and produces an output. Finally, after the m-th round is com-
pleted the contract pays out the coins to the parties according
to its final state and terminates.

A key feature of FASTKITTEN is very low execution cost and
high performance compared to contract execution over cryp-
tocurrencies such as Ethereum. This is achieved by not exe-
cuting contracts by all parties maintaining the cryptocurrency
but instead running the contract within a TEE which could,
e.g., be owned and operated by a single service provider which
we call the operator Q. In the standard case when all parties
are honest, FASTKITTEN runs the entire contract off-chain
within the enclave and only needs to touch the blockchain dur-
ing contract initialization and finalization. More concretely,
during initialization, the parties transfer their coins to the en-
clave by time-locking coins with deposit transactions, while
at the end of finalization the enclave produces transactions
that transfer coins back to the users according to the results of
the contract execution. These transactions are called output
transactions and can be published by the users of the system
to receive their coins.

3.1 Design Challenges of FASTKITTEN

Leveraging TEEs for building a general-purpose contract
execution platform requires us to resolve the following main
challenges.

Protection against malicious operator. The operator runs
the TEE and hence controls its interaction with the environ-
ment (e.g., with other parties or the blockchain). Thus, the
operator can abort the execution of the TEE, delay and change
inputs, or drop any ingoing or outgoing message. To protect
honest users from such an operator, the enclave program run-
ning inside the TEE must identify such malicious behavior
and punish the operator. In particular, we require that even
if the TEE execution is aborted, all parties must be able to
get their coins refunded eventually. To achieve this, we let the
operator create a so-called penalty transaction: the penalty
transaction time-locks coins of the operator, which in case of
misbehavior can be used to refund the users and punish the
operator.

Note that designing such a scheme for punishment is highly
non-trivial. Consider a situation where party P; was supposed
to send a message x to the contract. From the point of view
of the enclave that runs the contract, it is not clear whether
the operator was behaving maliciously and did not forward
a message to the enclave, or, e.g., party P; did not send the
required message to the operator. To resolve this conflict,
we leverage a challenge-response mechanism carried out via
the blockchain. We emphasize that this challenge-response
mechanism is only required when parties are malicious, and
typically will not be executed often due to the high financial
costs for an adversary.
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Verification of blockchain evidence. To ensure that a ma-
licious operator cannot make up false blockchain evidence,
we need to design a secure blockchain validation algorithm
which can efficiently be executed inside a TEE. We achieve
this by simplifying the verification process typically carried
out by full blockchain nodes by using a checkpoint block to
serve as the initial starting point for verification. This drasti-
cally reduces blockchain verification time in comparison to
verification starting from the genesis block. To further speed
up the transaction verification, we only validate correctness of
block headers. Finally, when the TEE needs to verify whether
a certain transaction was integrated into a block, we set a mini-
mum number of blocks that must confirm a transaction as part
of the security parameter within our protocol. This guarantees
that faking a valid-looking chain is computationally infea-
sible for a malicious operator. Finally, it is computationally
infeasible for a malicious operator to load a fake (but valid-
looking) chain into the enclave before the penalty transaction
is published on the blockchain.

Minimizing blockchain interaction. Since blockchain in-
teractions are expensive, FASTKITTEN only requires interac-
tion with the blockchain in the initialization and finalization
phases if all parties follow the protocol. As already discussed
above, however, in case of malicious behavior FASTKITTEN
may require additional interaction with the blockchain for con-
flict resolution. This is required to allow the TEE to attribute
malicious behavior either to the operator or to some other
participant P; that provides input to the contract. We achieve
this through a novel challenge-response protocol, where the
TEE will ask the operator to challenge P; via the blockchain.
The operator can then either deliver a proof that he challenged
P; via the blockchain but did not receive a response, in which
case P; will get punished; or the operator receives P;’s input
and can continue with the protocol.

Of course, this challenge-response protocol adds to the worst-
case execution time of our system, and additionally will result
in fees for blockchain interaction. To address the latter, our
protocol ensures that both parties involved in the challenge-
response mechanism have to split the fees resulting from
blockchain interaction equally.? This incentivizes honest be-
havior if parties aim to maximize their personal profits.
Preventing denial of service attacks. Complex smart con-
tracts may take a very long time to complete, and in the
worst case not terminate. Hence, a malicious party may carry
out a denial-of-service attack against the contract execution
platform, where the platform is asked to execute a contract
that never halts. It is well known that determining whether a
program terminates is undecidable. Hence, general-purpose
contract platforms, such as Ethereum, mitigate this risk by
letting users pay via fees for every step of the contract execu-
tion. This effectively limits the amount of computation that

2In the cryptocurrency community, this is often referred to as griefing
factor 1 : 1, meaning that for every coin spent by the honest users on fees the
adversary is required to also spend one coin.
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Figure 1: Architecture of the FASTKITTEN Smart Contract
Execution Platform. Dashed arrows indicate interaction with
the blockchain and non-dashed arrows depict communication
between parties.

can be carried out by the contract. Since FASTKITTEN allows
multiple parties to provide input to the contract in the same
round, it might be impossible to decide which party (parties)
caused the denial of service and should pay the fee. To this
end, FASTKITTEN protects against such denial-of-service at-
tacks using a time-out mechanism. As all users of the system
(including the operator) have to agree on the contract to be ex-
ecuted, we assume that this agreement includes a limit on the
maximum amount of execution steps that can be performed
inside the enclave per one execution round. See Section 6.5
for more details.

3.2 Architecture and Protocol

To enable secure off-chain contract execution, our architecture
builds on existing TEEs, which are widely available through
commercial off-the-shelf hardware. In particular, our archi-
tecture can be implemented using Intel’s Software Guard
Extensions (SGX) [4,29,45] which is a prominent TEE in-
stantiation built into most recent Intel processors. SGX in-
corporates a set of new instructions to create, control and
communicate with enclaves. While enclaves are part of a
legacy host process, SGX enforces strict isolation of compu-
tation and memory between enclave and host process on the
hardware level. Another prominent instantiation of the TEE
concept is ARM TrustZone [6], which provides similar func-
tionality for mobile devices. We note that only the operator Q
is required to own TEE-enabled hardware.

As depicted in Figure 1, our FASTKITTEN Execution Facility
is run by the operator Q and consists of a host process and an
enclave. The untrusted host process takes care of setting up
the enclave with an initial config, handles the participant con-
nections, and blockchain communication over the network.
While this means that Q has complete control over these parts,
the influence of a malicious operator on a running enclave
is limited: he can interrupt enclave execution, but not tam-

per with it. Further, the enclave will sign and hash all code
and data as part of its attestation towards parties, so they
can verify correctness of the setup before placing deposits.
To support arbitrary contract functionality, FASTKITTEN in-
cludes a scripting engine inside the enclave and several helper
libraries, such as the Crypto library to generate and verify
transactions, and an Interface library to pass data between
host process and enclave. The individual contracts are loaded
into the FASTKITTEN enclave during the initialization of
our protocol by the underlying host process and participants
can verify that contracts are loaded correctly. Our protocol
then proceeds in three phases, which we call setup phase,
round computation, and finalization phase. Figure 1 depicts
the architecture of the FASTKITTEN framework.

During the setup phase (Steps @-@) the contract is loaded
into the enclave. Using the TEE'’s attestation functionality,
all parties Py,...,P, can verify that this step was completed
correctly. Then the operator and all parties block their coins
for the contract execution. If any party aborts in this phase, the
money is refunded to all parties that deposited money and the
protocol stops. Otherwise, all parties receive a time-locked
penalty transaction, needed in case Q aborts the protocol.
Afterwards, the round computation phase (Step @) starts, in
which Q sends the previous round’s output to all parties. If
a party P; receives such an output, which is correctly signed
by the enclave, it signs and sends the input for the following
round to Q. If all parties behave honestly, O will forward
the received round inputs to the enclave, which computes the
outputs for the next round. In case that the enclave does not
receive an input from party P; the enclave needs to determine
whether P; failed to send its input or if Q behaved maliciously
(e.g., by dropping the message). Therefore, the enclave will
punish Q unless it can prove, that it sent the last round output
to P; but did not receive a response. This proof is generated via
the blockchain: Q publicly challenges P; to respond with the
input for the next round by posting the output of the previous
round to the blockchain. As soon as this challenge transaction
is confirmed, P; needs to respond publicly by spending the
coins of the challenge transaction and include its input for
the next round. If P; responds, Q can extract P;’s input and
continue with the protocol execution. If P; did not respond, O
forwards the respective blocks as a transcript to the enclave,
to prove that P; misbehaved.? So, while a malicious party (or
the operator) can force this on-chain challenge-response pro-
cedure without direct punishment, posting these transactions
will also act against its own financial interests by extending
the time lock of its own coins and leading to transaction fees.
Nevertheless, such malicious behavior cannot prevent the fair
termination of our protocol.

The last phase of the protocol is the payout phase (Step @). In

3 Alternatively, we could allow the operator to spend the challenge transac-
tion after a timeout has passed. While this would result in easier verification
for the TEE, the operator would need to publish an additional transaction,
increasing both fees and the overall time for the challenge-response phase.
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this phase the enclave returns the output transaction generated
by the Crypto library. This transaction distributes the coins
according to the terminated contract. In case of a protocol
abort, the coins initially put by the users will be refunded to
all honest parties. If any party was caught cheating, this party
will not receive back its coins. This means the money will
stay in control of the enclave and will never be spent.

4 Adversary Model

The FASTKITTEN protocol is executed n parties Pi,...,P,
and an operator Q (who owns the TEE) with the goal of exe-
cuting a smart contract C. FASTKITTEN’s design depends on
a TEE to ensure its confidentiality and integrity. Our design
is TEE-agnostic, even if our implementation is based on Intel
SGX. Recent research showed that the security and privacy
guarantees of SGX can be affected by memory-corruption
vulnerabilities [11], architectural [13] and micro-architectural
side-channel attacks [60]. For the operator, we assume that Q
has full control over the machine and consequently can exe-
cute arbitrary code with supervisor privileges. While memory
corruption vulnerabilities can exist in the enclave code, a
malicious operator must exploit such vulnerabilities through
the standard interface between the host process and the en-
clave. For the enclave code, we assume a common code-
reuse defense such as control-flow integrity (CFI) [3, 15],
or fine-grained code randomization [23, 42] to be in place
and active. Architectural side-channel attacks, e.g., based on
caches, can expose access patterns [13] from SGX enclaves
(and therefore our FASTKITTEN prototype). However, this
prompted the community to develop a number of software
mitigations [12, 18,27,56,57] and new hardware-based so-
lutions [22, 28, 52]. Microarchitectural side-channel attacks
like Foreshadow [60] can extract plaintext data and effec-
tively undermine the attestation process FASTKITTEN relies
on, leaking secrets and enabling the enclave to run a differ-
ent application than agreed on by the parties; however, the
vulnerability enabling Foreshadow was already patched by
Intel [32]. Since existing defenses already target SGX vul-
nerabilities and since FASTKITTEN’s design is TEE agnostic
(i.e., it can also be implemented using ARM TrustZone or
next-generation TEEs), we consider mitigating side-channel
leakage as an orthogonal problem and out of scope for this
paper.

For our protocol we consider a byzantine adversary [41],
which means that corrupted parties can behave arbitrarily.
In particular, this includes aborting the execution, dropping
messages, and changing their inputs and outputs even if it
means that they will lose money. FASTKITTEN is secure even
if n parties are corrupt (including the two cases where only
the operator is honest, and only one party is honest but the
operator is corrupt). We show that no honest party will lose
coins, a corrupt party will be penalized and that no adversary
can tamper with the result of the contract execution. While
we prove security in this very strong adversarial model, we
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additionally observe that incentive-driven parties (i.e., parties
that aim at maximizing their financial profits) will behave
honestly, which significantly boosts efficiency of our scheme.
We stress that security of FASTKITTEN relies on the security
of the underlying blockchain. We require that the underlying
blockchain systems satisfies three security properties: /ive-
ness, consistency and immutability [26]. Liveness means that
valid transactions are guaranteed to be included within the
next & blocks. Consistency guarantees that eventually all users
have the same view on the current state of the blockchain
(i.e., the transactions processed and their order). In addition,
blockchains also are immutable, which means that once trans-
actions end up in the blockchain they cannot be reverted. Most
blockchain based cryptocurrencies guarantee consistency and
immutability only after some time has passed, where time
is measured by so-called confirmations. A block b; is con-
firmed k-times if there exists a valid chain extending b; with
k further blocks. Once block b; has been sufficiently often
confirmed, we can assume that the transactions in b; cannot
be reverted and all honest parties agree on an order of the
chain (bg,by,by, . ..,b;). For most practical purposes k can be
a small constant, i.e., in Bitcoin it is generally believed that
for k = 6 a block can be assumed final.*

5 The FASTKITTEN Protocol

In this section we give a more detailed description of our pro-
tocol, which includes the specification of the protocol run by
Q and honest parties Py, ..., P,, all transactions and a descrip-
tion of the enclave program FASTKITTEN. The interaction
between Q, P; and the blockchain is depicted in Figure 2. We
first describe the interactions with the blockchain and TEE.

5.1 Modeling the Blockchain

We will introduce some basic concepts of cryptocurrencies
that are relevant for our work before we describe our high-
level design. Cryptocurrencies are built using blockchains—a
distributed data structure that is maintained by special parties
called miners. The blockchain is comprised as a chain of
blocks (bg,b1,b2,...) that store the transactions of the system.
The miners create new blocks by verifying new transactions
and comprising them into new blocks that extend the tail of
the chain. New blocks are created within some period of time
t, where, for instance, in Bitcoin a new valid block is created
every 10 minutes on average.

In cryptocurrencies users are identified by addresses, where an
address is represented by a public key. To send coins from one
address to another, most cryptocurrencies rely on transactions.
If a user A with address pk, wants to send x coins to user B
with address pkp, she creates a transaction tx which states
that x coins from address pk, are transferred to pkg. Such a

4We notice that in blockchain-based cryptocurrencies there is no guaran-
teed finality, and even for very large values of k blocks can be reverted in
principle. We emphasize however that even for small values of k reverting
blocks becomes impossible in practice very quickly.



transaction tx is represented by the following tuple:
tx := (tx.Input, tx.Output, tx. Time, tx.Data),

where tx.Input refers to a previously unspent transaction,
tx.Output denotes the address to which tx.Value are going
to be transferred to. Note that a transaction tx is unspent if
it is not referred to by any other transaction in its Input field.
Further, tx. Time € N, which denotes the block counter after
which this transaction will be included by miners, i.e., tx can
be integrated into blocks b;,b;4 1, ..., where i = tx. Time. Fi-
nally, tx.Data € {0,1}* is a data field that can store arbitrary
raw data. Similar to [5], we will often represent transactions
by tables as shown exemplary in the table below, where the
first row of the table gives the name of the transaction.

Transaction tx
tx.Input:  Coins from unspent input transaction
tx.Output:  Coins to receiver address
tx.Time:  Some timelock (optional)
tx.Data:  Some data (optional)

Notice that a transaction tx only becomes valid if it is signed
with the corresponding secret key of the output address from
tx.Input. We emphasize that the properties described above
are very mild and are for instance achieved by the most promi-
nent cryptocurrency Bitcoin.

In order to model interaction with the cryptocurrency, we use
a simplified blockchain functionality BC, which maintains a
continuously growing chain of blocks. Internally it stores a
block counter ¢ which starts initially with O and is increased on
average every ¢ minutes. Every time the counter is increased,
a new block will be created and all parties are notified. To
address the uncertainty of the block creation duration we give
the adversary control over the exact time when the counter is
increased but it must not deviate more than A € [ — 1] seconds
from . Whenever any party publishes a valid transaction, it is
guaranteed to be included in any of the next d blocks.
Parties can interact with the blockchain functionality BC us-
ing the following commands.

» BC.post(tx): If the transaction tx is valid (i.e., all inputs
refer to unspent transactions assigned to creator of tx
and the sum of all output coins is not larger than the sum
of all input coins) then tx is stored in any of the blocks
{betts--sbeyst

» BC.getAll(i): If i < ¢, this function returns the latest
block count ¢ — 1 and a list of blocks that extend b;:
b= (bit1,...,b)

» BC.getlLast(): The function getlLast can be called by
any party of the protocol and returns the last (finished)
block and its counter: (c,b,).

For every cryptocurrency there must exist a validation algo-
rithm for validating consistency of the blocks and transactions

therein, which we model using the function Extends. It takes
as input, a chain of blocks b and a checkpoint block b, and
outputs 1 if b= (bep+1,...,bep+i) is a valid chain of blocks
extending b, and otherwise it outputs 0. In Section 6 we
give more details on the validation algorithm, and how this
function is implemented for the Bitcoin system. Recall, that
we assume an adversary which cannot compute a chain of
blocks of length k by itself (c.f. Section 4). This guarantees
that he cannot produce a false chain such that this function
outputs 1. To make the position of some transaction tx inside
a chain of blocks explicit, we write £ := Pos(b, tx) when the
transaction is part of the ¢-th block of b. If the transaction is
in none of the blocks, the function returns oo. For more details
on the transaction and block verification we refer the reader
to [7,26,51].

5.2 Modeling the TEE

In order to model the functionality of a TEE, we follow the
work of Pass et. al. [54]. We explain here only briefly the
simplified version of the TEE functionality whose formal
definition can be found in [54, Fig. 1]. On initialization, the
TEE generates a pair of signing keys (mpk, msk) which we
call master public key and master secret key of the TEE. The
TEE functionality has two enclave operations: install and
resume. The operation TEE.install takes as input a program
p which is then stored under an enclave identifier eid. The
program stored inside an enclave can be executed via the
second enclave operation TEE.resume which takes as input
an enclave identifier eid, a function f and the function input in.
The output of TEE.resume is the output out of the program
execution and a quote g over the tuple (eid,p,out). In the
protocol description we abstract from the details how the
users verify the quote that is generated through the enclave
attestation. Since we only consider one instance E of the
specific program p, we will simplify the resume command
[out, o] := TEE.resume(eid, f,in) and write’:

[out, o] := E f(in)

For every attestable TEE there must exist a function
vrfyQuote(mpk,p,out, 9) which on input of a correct quote o
outputs 1, if and only if out was outputted by an enclave with
master public key mpk and which indeed loaded p. Again,
we assume that the adversary cannot forge a quote such that
the function vrfyQuote() outputs 1. For more information on
how this verification of the attestation is done in practice we
refer the reader to [54].

5.3 Detailed Protocol Description

As explained in Section 3, our protocol TpastkirTen proceeds
in three phases. During the setup phase the contract is in-
stalled in the enclave, attested, and all parties deposit their

5Since we only need the quote of the first activation of E, we will omit
this parameter from there on.
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Party PEC(C,S;) Party QP¢THE(1%)

InitEnclave

: (cp, bep) := BC.getlast()

: Let mpk be the public key of the enclave
Frk = TEE,instaII(pFK(C, P, K, bcp))
: [(pk1,0), 0] := Erk.genKeys()

: BC.post(txq)

: wait until txg is confirmed k times

: (71, b) := BC.getAll(cp)

Cp:i=T1

: [(tXW 0)7 ] = EFKQdep(b)

: Send (mpk, pk,0,txp, 0) to P;

: goto LoadDepositP

Initialize

1: (cp, bep) := BC.getLast()
2: Send (P, C,bep) to Q

VerfyEnclave

—_

= O © 00~ U R W N

—

1: if (mpk, pk,0,txp, 0) Was not received or
vrfyQuote(mpk, prk (C, P, K, bep), (Pk 1, 0), 0)

# 1 or Vrfy(mpk; pk,,0) # 1 then
2: Terminate and output setupFail tx ; LoadDepositP
3: else BC.post(tx;) 1 . .
b 1: wait until block 7
""""" 7 2: (12,b) := BC.getAll(71)
1t 3: [(outc,0),] :== Erk.Pdep(b)
4: if outc = txout then
5: goto Finalize
6: else
outc, o 7: Send (outc, o) to P;
Roundlnput; = 8: goto (ExecuteTEE;)
1: if Vrfy(pk ;; (outc,j);0) # 1 then abort rliL
2: else Send (in; ;, Sign(sk;;in; ;)) to in;j,c
else Send (in; ;, Sign(ski; inij;)) to Q { 7029 | ExecuteTEE;
1: for each i € [n] do
WhenChallenged ‘b 1 2 if Vrfy(pk,;ini, s;)) = 1 then
ST 3 add (in j), si)) to Z
L _(67 be) = BC.getLast() ¢ Xchal 4 else BC.post(txchal (i, 1, outc))
2: if txchai (4, j, outc,or) € be then 4 .
3. o = Sign(ski; i) 5: if |Z| = n then goto step 14
4 BC.post(txresp(i,j: inij, o) Dresp ) 6: wait until txcpa is confirmed 2k + J times
’ 1t 7: (73, b) := BC.getAll(72)
8: for each tx.s, € b do
. if Vrfy(pk,;in, si)) = 1 then
WhenFinal oo b 1 add (in(j),si)) to Z
1: (¢,be) := BC.getlLast() : if |Z| < n then
2: if txout(J,d, outc) € by then 1+ [txout, -] := Erk errorProof (b)
3: Terminate and output outc goto Finalize()
> : [(outc,0), ] == Erk.round(j,7)
. if outc = txout then
WhenTimeout ny goto Finalize()
1: (£,b) := BC.getLast() T 1  else
: (6, by) == .
2: if £ = T{na then tx, Send (outc, o) to P;
3 BC.ploast(txp) — goto (ExecuteTEE), 1
4: (Tﬁna|,b) = BCAgetA||(T1) <.__3‘;‘L’l_)___ 1
5: if 3¢ € [n] such that tx; ¢ b then —
6: Terminate and output setupFail s Finalize
7 else
. 1: BC.post(txou
8: Terminate and output abort g Do post(tXou)

Figure 2: Protocol Trastkirren. Direct black arrows indicate communication between the parties and Q, gray dashed arrows
indicate reading from the blockchain and gray double arrows posting on the blockchain.
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coins. Then the round execution follows for all m rounds of
the interactive contract. When the contract execution aborts
or finishes, the protocol enters the finalize phase. We now ex-
plain all phases and the detailed protocol steps for all involved
parties and the operator Q in depth. The detailed interactions
as well as the subprocedure of the parties and the operator
are displayed in Figure 2, Figure 3 describes the FASTKIT-
TEN enclave program ppg. Overall the protocol requires six
different type of transactions.

Setup phase. In the setup phase, each party P; first runs
Initialize to generate its key pairs and gets the latest block b,
which serves as a genesis block or checkpoint of the protocol.
Then P; sends the set of parties P, the b., and the contract
C to the operator Q. Upon receiving the initial values from
all n parties, Q runs the subprocedure InitEnclave to initialize
the trusted execution of the enclave program prk (P,C, K, bcp)
where K is the security parameter of the scheme. This security
parameter X also determines the values for the timeout period
t and the confirmation constant k. This ensures that all parties
and the TEE agree on these fixed values. Once ppk is installed
in the enclave, it generates key pairs for the protocol execution
and in particular the blockchain public key pk;. Now, Q can
make its deposit transaction txp which assigns g coins to the
enclave public key.

Q’s Deposit Transaction txq

tx.Input:  Some unspent tx from Q

tx.Output:  Assign g coins to pky

Let block counter T; denote the time when this transaction
has been included and confirmed in the blockchain. Q loads
all blocks from cp to T; as evidence to the enclave. If this evi-
dence is correct, the execution of ppk function Qdep outputs
a penalty transaction txp, stating that after timeout Ty, (after
which the protocol must be terminated) the g coins of Q’s

deposit transaction txp are payed out to the parties Py, ..., P,.
Penalty Transaction tx,
tx.Input:  Q’s Deposit Transaction txg
For all i € [n]:
tx.Output;:  Assign ¢; coins to P;
tx.Time:  Spendable after T4
0 sends the penalty transaction to all parties Py,...,P,, who

run subprocedure VerfyEnclave. This transaction is used
whenever the protocol does not finish before the final time-
out Tfpnal, which equals (3 4 2m) x (8 + k) blocks after the
protocol start (recall, that we use & to bound the time until
some transaction is guaranteed to be included and it will be

SFor simplicity we omit here, that the enclave might need multiple key
pairs for signing transactions and messages.

confirmed after k blocks).” Only if participant P; received
this penalty transaction from Q during the setup and verified
that the program pgk (P,C, X, by) is installed in the enclave,
it creates and publishes its deposit transaction.

P;’s Deposit Transaction tx;

tx.Input:  Some unspent tx from P;

tx.Output:  Assign ¢; coins to TEE

After time T < 71, Q executes LoadDepositP and again pro-
vides the block evidence to the enclave execution of ppk. If all
parties published the deposit transactions, the first-round exe-
cution starts. Otherwise the enclave proceeds to the finalize
phase and outputs a refund transaction tx,(7,¢) that returns
the deposit back to honest users and Q, where T C P is the
set of all parties that submitted the deposit transaction until
time T,. Note, that the internal state of the contract execution
is maintained by the prk program inside the enclave. This
guarantees that the contract is not executed on outdated state.

Round computation phase. When the protocol arrives to
the round computation phase, Q sends the authenticated out-
put of the enclave to every party P; and requests input for the
next round. Each party P; runs the round algorithm. Internally
it verifies whether the input request came from the enclave by
verifying the attached signature. Then it generates and signs
its round input and sends it to Q. While P; waits for the next
round, Q verifies all received inputs and their signatures in
the ExecuteTEE subprocedure. If all the parties P; responded
with correctly signed round inputs, Q triggers the execution
of the contract in the enclave. Let us emphasize that in this
simplified description of our protocol we do not focus on the
privacy aspect and hence we omit that all round inputs to the
contract could be encrypted with the public key of the enclave.
In this case the trusted enclave execution needs to decrypt
them before it evaluates the contract on them. See Section 9.3
for more details.

Note that the operator Q may be malicious and refrain from
requesting a party P; for the input to a round computation.
Instead Q may pretend that it actually did not receive any
input from the party P;. On the other hand, one can imagine
a scenario where Q is behaving honestly but the party P; is
dishonest and does not send the correctly signed round input
to Q. Note, that the program pgk cannot distinguish between
these two cases without additional information. We will next
show how an honest Q can generate a proof to attribute the
malicious behavior to P;. First, Q has to publish a challenge
transaction txcha Which includes the signed output of the
previous step. txcha spends a very small amount u of coins
from Q and assign them to party P;3.

"The definition of Tfna guarantees that even if the execution is delayed
in every round, an honest operator will not be penalized.

8Cryptocurrencies like Bitcoin allow transactions with very small denom-
inations (e.g. fractions of cents).
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Challenge Transaction txcp, (i, j, outc,07)
tx.Data:  Store i, j,outc,01
tx.Input:  Some unspent tx from Q
tx.Output:  Assign u coins to P;

Once txcpqr 1s included in the blockchain, party P; can read
the correct output information from the transaction. The party
should respond with tXesp, Which includes its signed round
input. txresp spends the txcpa and assigns the u coins back
to Q. The action of P; is depicted via the WhenChallenged
subprocedure.

Response Transaction txyesp (i, j, in,6;)
tx.Data:  Store i, j,in,o;
tx.Input:  Challenge Transaction txchai (i, j, state)
tx.Output:  Assign u coins to Q

If some party does not send the response after it was chal-
lenged, Q can prove this misbehavior to the FASTKITTEN pro-
gram, by providing the blockchain evidence of the challenge-
response transcript. If the enclave program identifies a cheat-
ing party, it proceeds to the finalize phase. Otherwise, if all
the parties’ inputs were received with authentication (possibly
after challenge-response phase), Q instructs the enclave to
execute the contract on the accumulated input.

The result of the contract execution is the output outc, the
updated state state, and a coin distribution denoted by d. If
state equals L, the contract execution is finished, and the pro-
tocol proceeds to the finalize phase. Otherwise, FASTKITTEN
internally stores the state and outputs outc to Q who sends
this output to all parties and waits for next round inputs.
Finalize phase. In the finalize phase, the enclave publishes
a final output transaction tx,,: Which distributes the coins
back to all honest parties. It is parameterized by a set of par-
ties to receive coins 7, a final coin distribution € and a final
state outc. The transaction txout(J,€,outc), spends all de-
posit transactions tx; for all i € J and Q’s deposit transaction
txgp. It includes the outc in the data field and assigns g coins
back to QO and e; coins to party P;, for every i € J. Let us note
that J = [n] implies correct protocol termination. If 7 # [n],
then some party misbehaved and the protocol failed. Either
a party did not make a deposit in the setup phase (signaled
by outc = setupFail) or some party aborted in the round com-
putation phase (signaled by outc = abort). In both cases all
other parties get their initial deposits back. Note, that if a party
Pj is caught cheating by the TEE, it will lose its deposit.

Q now has to publish this transaction to get his coins before
time Tfina and by that also distributes coins and reveals outc
to honest parties. The participants need to constantly monitor
the blockchain for transactions which challenge them or indi-
cate final output. When they see a challenge transaction they
respond as described above. If they see an output transaction
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Output Transaction txout (7, €, outc)
tx.Data:  Store out¢
tx.Input:  Deposit Transactions txg, {tx;}ics
tx.Output;: g coinsto Q
Forallie J:
tx.Output;1: e; coinsto P;

they know the protocol execution ended and output the final
contract output according to subroutine WhenFinal.

6 Execution Facility

As shown in Figure 1, we leverage a TEE for smart contract ex-
ecution. For our prototype, we implemented FASTKITTEN for
the Bitcoin blockchain using Intel SGX as a TEE. We chose
Python as our scripting engine because it’s memory safe, very
well known, and widely available. To interact with the Bitcoin
blockchain data in the enclave, we implemented our Crypto
library using the open-source breadwallet-core [14], a simpli-
fied payment verification (SPV) library for Bitcoin used by the
Breadwallet mobile wallet app. To abstract from SGX’s pe-
culiarities, and thus simplify smart contract development, we
use the Graphene Library OS [17] (referred to as “Graphene’
in the rest of the paper) as a basis. Graphene enables running
arbitrary native Linux binaries in SGX enclaves while provid-
ing compatible library interfaces for networking and other OS
services. Note that the design of the FASTKITTEN protocol
does not require a trusted time source in the TEE.

]

6.1 The Enclave Program FASTKITTEN

An execution facility in the sense of FASTKITTEN must pro-
vide a set of abstract functionalities like key generation, trans-
action generation, smart contract execution, and error han-
dling, all executed inside the enclave. This set of procedures
is described in detail in Figure 3. We implemented each of
the procedures using equivalent Python scripts. It is parame-
terized by the set of parties P, the contract C which internally
specifies the expected deposits ¢, a security parameter K and a
genesis block bc,. This does not need to be the actual genesis
block of the underlying blockchain but it can be a later block
which is used as a checkpoint. All parties must verify that this
block is indeed a block of the blockchain. The security pa-
rameter X also determines the waiting time k which is needed
for the verification of the blocks.

6.2 Blockchain Verification

Blockchain communication is important for the setup and
the finalization phase in the protocol. Thanks to the integrity
properties of blockchains, a secure connection between the
enclave and the blockchain is not needed if verification of
received data can be done in the enclave. As it is not practical
to download a complete copy of the blockchain to the enclave,
we only concentrate on transactions caused by FASTKITTEN



The execution of pgx is initialized with the secret key msk,
the set of parties (where every P; € P is identified by its key
pki), a contract C, a security parameter k (which also defines
the waiting period ¢ and confirm period k) and a checkpoint
bcp. Internally it stores the state of the contract state and the
status flag s initially set to state = 0 and s = genKeys.

procedure genKeys()
1: if s # genKeys then abort
2: (skr,pkr) := Gen(1¥)
3: 5:= Qdep
4: return pkr,Sign(msk; pky)

procedure Qdep(b)
1: if 5 # Qdep or Extends(bcp,b) # 1 or Pos(b,txp) >
|b| —k then abort
2: s:=Pdep
3: bcp := last block of b
4: return txp

> Else, output penalty transaction

procedure Pdep(b)
1: if s # Pdep or Extends(bcp,b) # 1 then abort
2: setJ =0
3: forie P do
4: 4; := Pos(b, tx;)

5 if (; <dand ¢; < |b| —kthenaddito J
6: if 7 = [n] then

7: s :=round

8 bep :=b.last

9 return 0, Sign(skr;0,bcp)
10: else

11: s 1= terminated

12: return txout (7, ¢, setupFail)

procedure round(/, (in1,61) ..., (in,,0,))
1: if s # round; or forany i € [n] : Vrfy(pk;;in;,s;) # 1 then
abort

2: (outc, state’ ,d) := C(state, in)

3: if state’ # | then

4 s:=round;|

5: state := state'

6: return outc, Sign(skr; (outc, j))
7: else

8: s = terminated

9: return txout ([1],d, outc)

procedure errorProof, (j,b)
1: if s # round; or Extends(bcp,b) # 1 then abort

2: Let 6 := Sign(skr; (outc, j))

3 J =n]

4: fori € P do

5: if Pos(b, txchal (i, j,outc,0)) < |b| — 8 — k then
6: if Pos(b, txresp (i, j, in,6) > [b| — k then
7 delete i from J

8: else if Vrfy(pk;;in,c) # 1 then

9: delete i from J
10: s = terminated

11: if J # [n] then
12: return txout (7, ¢,abort)

Figure 3: FASTKITTEN enclave program pgk (P, C, K, bep)

protocol invocation. Thus, it is sufficient to verify that these
transactions are part of a valid block—without downloading
entire blocks, which can be done efficiently using simplified
payment verification (SPV). However, SPV libraries can only
prove that a transaction is part of a block on the blockchain,
but they cannot prove that a transaction is not part of any
block. As required by the challenge-response case, we added
an alternative verification mode that fully downloads every
block that could potentially contain the transaction and checks
whether its present in any of those blocks.

6.3 Participant Communication

To place the deposits and receive them later, as well for send-
ing input, communication between participants (including the
Operator Q) is needed in the off-chain phase. We secure this
communication using TLS sockets provided by Python. This
transparently encrypts participants’ communication, and thus
ensures input integrity and confidentiality of parties’ messages
towards the operator.

6.4 Enclave Setup

In the FASTKITTEN prototype, we leverage Intel SGX as a
TEE. SGX is a TEE included in recent Intel CPUs which
introduces the concept of isolated hardware enclaves that can
be created and managed using new CPU instructions. SGX
enclaves are even shielded from the operating system; only
the CPU is trusted. To support smart contract execution in
these enclaves we provide a run-time environment based on
Graphene, which replaces the Intel SDK in both the enclave
and the host process. This allows Graphene to transparently
provide services from the untrusted OS (and check the in-
tegrity of the results). To protect the enclave application from
the host process, a manifest has to be provided at enclave
initialization. The manifest includes interfaces, services, and
respective integrity checksums, e.g., hashes of files the en-
clave requires. Accesses to these files will be checked against
hashes in the manifest to guarantee integrity.

As depicted by Figure 3, the Execution Facility incorporates
a set of functionalities. For key derivation (genKeys) we lever-
age the rdrand instruction to get high-entropy randomness
inside of the enclave. After checking that rxg (Qdep) is in the
blockchain, the derived private key skr is used to generate
the penalty transaction tx,, using our Crypto library. tx,, is
distributed to the other participants over a TLS connection.
Other participants can generate their deposit transactions tx;
(Pdep) using a regular wallet. This concludes the setup phase,
and the smart contract gets executed (round).

The Graphene run-time environment enables FASTKITTEN to
support arbitrary Linux binaries, thus, can be used to imple-
ment smart contracts. However, instead of allowing binaries,
we use a scripting engine based on a Python interpreter in our
proof-of-concept implementation. First, this makes develop-
ment easier for contract developers, as they are not always
familiar with lower-level programming languages, and second,
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this makes smart contracts less prone to memory corruption
vulnerabilities. Two use cases we implemented are presented
and evaluated in Section 8.

6.5 Denial of Service Protection

The protocol as described in Section 5 assumes instantaneous
contract execution meaning that the execution of a contract
inside a TEE takes no time. For most practical contracts, this
simplifying assumption is reasonable since executing a sim-
ple contract function inside a TEE is much faster than the
network/blockchain delay. However, this is not true when con-
sidering arbitrary contracts which might potentially contain
endless loops. Moreover, the halting problem states that it is
impossible to predict if a certain algorithm will halt within
a certain number of steps. A simple protection against end-
less loops and denial-of-service attacks, is letting the enclave
monitor the execution of the smart contract and terminate ex-
ecution if the number of execution steps exceeds a predefined
limit. If the contract execution is aborted due to an execution
timeout, the enclave signs an outputs transaction tx,,; which
returns deposited coins back to parties and to the operator.

7 Security

In this section we present the underlying security considera-
tions of FASTKITTEN.

7.1 Protocol Security

Due to limited space, we present our novel model in the ex-
tended version of this paper, where we also formally state
the security properties, the formal statement of the theorem
as well as the proof. Here we will only briefly explain the
security properties.

In order to guarantee security for the protocol, we require
three security properties: correctness, fairness and operator
balance security.

Intuitively, correctness states that in case all parties behave
honestly (including the operator), every party P; € P outputs
the correct result and earns the amount of coins she is sup-
posed to get according to the correct contract execution. The
fairness property guarantees that if at least one party P; € P is
honest, then (i) either the protocol correctly completes an exe-
cution of the contract or (ii) all honest parties output setupFail
and stay financially neutral or (iii) all honest parties output
abort, stay financially neutral, and at least one corrupt party
must have been financially punished. Finally, the operator bal-
ance security property says that in case the operator behaves
honestly, he cannot lose money.

Theorem 1 (Informal statement). The protocol TpastKiTTEN
as defined in Section 5 satisfies correctness, fairness and
operator balance security property.

The most challenging part of the proof is the fairness prop-
erty. We need to show how honest parties reach consensus
on the result of the execution and prove that coins are always
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distributed between parties according to this result (even if
malicious parties collude with the operator). In order to prove
the operator balance security, we show that an honest operator
has always enough time to publish a valid output transac-
tion which pays him back his deposit, before the time-locked
penalty transaction can be posted on the blockchain.

Incentive-driven adversary If we consider only incentive-
driven adversaries, then statement (iii) of the fairness property
is never true. Hence, if the setup phase completes successfully,
then the result of the protocol is a correct contract execution.
This follows directly from the fact, that when the protocol
aborts the misbehaving parties lose coins. By definition of
incentive-driven parties, losing coins is against their interest.
This is why the only possible outcome of the protocol is
correct execution of the contract. Moreover, when we consider
fees for positing transaction on the blockchain, parties are
additionally incentivized to prevent the challenge-response
transactions. These additional incentives enforce fast and
protocol compliant behavior of the parties.

7.2 Architecture Security

The main goal of FASTKITTEN is to enable efficient execution
of general multi-round smart contracts. Hence, we analyze
the security of FASTKITTEN with regards to its system ar-
chitecture and implementation. Possible adversaries can be
malicious participants, a malicious operator, or a combination
of both.

We note that participating clients are only required to send
and receive transactions from the blockchain (e.g., to enter an
execution) and the ability to exchange protocol messages (e.g.,
to play rounds). Hence, client implementations can be based
on a diverse set of entirely different code bases in practice,
possibly using memory-safe languages such as Python, Go, or
Rust. Malicious participants are further limited to interacting
with other parties and the operator through the exchange of
messages as specified within our protocol, and hence, we
focus on the TEE-based execution facility in the following.
A malicious operator could deny execution, however, he is
incentivized to adhere to the protocol or lose money. Thus,
we assume that the goal of a malicious operator is to try
and exploit the execution facility at runtime. Since the opera-
tor already controls the host process, the main target would
be the enclave that executes the contract. Enclaves have a
well-defined interface with the rest of the system, and any
attack has to be launched using this interface. By provid-
ing fake data through this interface, the attacker could try to
exploit a memory-corruption vulnerability in the low-level
enclave code to launch (a) a code-reuse attack, e.g., by ma-
nipulating enclave stack memory, or (b) a data-only attack,
e.g., to leak information about the game state or manipulate
Bitcoin addresses in contracts. As mentioned in Section 4,
for (a) we assume a standard code-reuse defense such as
control-flow integrity [3, 15,50,62,65] or fine-grained code
randomization [21,23,30,42,53,61]. The core functionality of



FASTKITTEN additionally tackles both attack vectors by im-
plementing the main enclave code in Python, which provides
memory-safety features such as implicit bounds checking.
The only parts that are implemented in unsafe languages are
the initialization code of Graphene [17] and the Simple Pay-
ment Verification (SPV) library [14]. FASTKITTEN actually
has no strong dependency on Graphene in principle, it was
mainly used to simplify and speed up prototype implementa-
tion. Finally, SPV represents a standard library used by most
blockchain clients and an adversary that is able to construct
a data-only attack against it would be able to exploit any of
those clients connected to the Bitcoin network using the same
data-only attack.

8 FASTKITTEN Contracts

In this section we take a look at applications and performance
through a number of benchmarks.

8.1 Complexity

The FASTKITTEN protocol consists of setup, round computa-
tion and finalize phases. During the setup phase, each party P;
deposits a constant amount of coins c¢;. The operator needs to
deposit an amount } ¢, ¢; which equals the sum of all other
deposits from P together. To post the deposit transactions tx;s
and txg, a total of n+-1 transactions is necessary.

During the round computation phase, in the optimistic case
FASTKITTEN can operate completely off-chain without any
blockchain interaction. Any user can force that challenge re-
sponse transactions are posted to attribute misbehavior of a
party, in any given round. If this (pessimistic) case occurs,
it can add 2 to another 2n transactions. In the worst case, a
challenge response transaction pair needs to be posted on the
blockchain for every party P; at every round j € [m] leading to
O(nm) blockchain interactions. In finalize phase, FASTKIT-
TEN requires one additional payout transaction tx.,: to settle
money distribution among parties. Scenarios of missing de-
posit at the Setup phase or an abort by a party at the round
computation phase are dealt with by posting the refund trans-
action txo,; and the penalty transaction tx, respectively.
Setup time In the optimistic case (which we have shown is
the standard case when considering incentive-driven parties)
the overall execution of the protocol only requires n 42 trans-
actions on the blockchain. This also indicates at what speed
the protocol can be executed in this case. If all parties agree,
the setup phase can be finished in 2 blockchain rounds and
from that point on the protocol can be played off-chain. In the
next subsection we give some indication how fast this second
part can be achieved. Running the protocol as fast as possible
is in the interest of every party since it shortens the locking
time of the deposits.

8.2 Performance Evaluation

We performed a number of performance measurements to
demonstrate the practicality of FASTKITTEN using our lab

setup, which consists of three machines: First, an SGX-
enabled machine running Ubuntu 16.04.5 LTS with an In-
tel 17-7700 CPU clocked at 3.60GHz and 8GB RAM, where
we installed FASTKITTEN’s contract execution facility to
play the role of the operator’s server. Second, a machine run-
ning Ubuntu 14.04.4 LTS on an Intel i7-6700 CPU clocked
at 3.40GHz with 32GB RAM, which provides unmodified
blockchain nodes in a local test network using Bitcoin Core
version 0.16.1. Third, a laptop machine with macOS 10.13.6
on with Intel i7-4850HQ CPU clocked at 2.30GHz and 16GB
of RAM, which takes the role of the participants in the pro-
tocol. All three machines are connected through a Gigabit
Ethernet LAN. For tests involving the real Bitcoin network
the individual machines are connected through the Internet
using our Internet connection.

Block validation In our experiments, the enclave takes ap-
proximately 5 s to validate one block from the Bitcoin main
network, thus proving that it is capable of validating real
blocks in real time.

Enclave Startup The time to setup an enclave until it is
ready is 2 s, proving that instantiating enclaves on the fly is
feasible.

End-to-end Time Assuming all parties are incentive-driven
and, thus, comply with the protocol, the total time required
by FASTKITTEN is the time of 2 blockchain interactions (see
Section 8.1), plus the computation time (a few milliseconds in
our use cases), plus the time required by the parties to choose
the next inputs.

8.3 Applications

FASTKITTEN allows to run complex smart contracts on top
of cryptocurrencies that would not natively support such con-
tracts, like Bitcoin. But in contrast to Turing-complete con-
tract execution platforms like Ethereum, a secure off-chain
execution such as FASTKITTEN puts some restrictions on the
contracts it can run:

* The number of parties interacting with the contract must
be known at the start of the protocol.

* It must be possible to estimate an upper bound on the
number of rounds and the maximum run time of any
round.

All of these restrictions make FASTKITTEN contracts differ-
ent from smart contracts running on Ethereum itself. The
restrictions above come from the fact that the contract can
be completely (and repeatedly) executed without blockchain
interactions. Other off-chain solutions (like state channels
[20,24,49]) come with similar caveats. By allowing additional
blockchain interaction we could get around those restrictions
but we would lose efficiency in the optimistic case (which is
also similar to state channel constructions).

FASTKITTEN has important features which are supported by
neither Bitcoin nor Ethereum — FASTKITTEN allows private
inputs and batched execution of user inputs. Overall, this leads
to cheaper, faster and private contract execution than what
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is possible with on-chain contracts in Ethereum. Below, we
highlight these efficiency gains by presenting four concrete
use-cases in which FASTKITTEN outperforms contracts run
over Ethereum or in Ethereum state channels.

Lottery A lottery contract takes coins from every involved
party as input, and randomly selects one winner, who gets all
the coins. The key challenge for such a contract is to fairly
generate randomness to select the winner. In Ethereum or
Bitcoin the randomness is computed from user inputs through
an expensive commit-reveal scheme [48]. In FASTKITTEN,
all parties can immediately send their random inputs to the
enclave which will securely determine a winner. Hence, we
reduce the round complexity from O(logn) [48] to O(1).

Auctions Another interesting use-case for smart contracts
are auctions, where parties place bids on how much they are
willing to pay and the contract determines the final price. In
a straightforward auction, the bids can be public, but more
fair versions, like second bid auctions, require the users not to
learn the other bids before they place their own. The privacy
features of FASTKITTEN can be used to reduce the round
complexity for such auctions which would otherwise require
complex cryptographic protocols [25].

Rock-paper-scissors We implemented the popular two-
party game rock-paper-scissors to show the feasibility of
FASTKITTEN contracts. Again, the privacy features allow
one match to be executed in a single round, which would
have required at least 3 rounds in Ethereum. The pure exe-
cution time in the optimistic case, excluding delays due to
human reaction times, is 12ms for one round (averaged over
100 matches). This demonstrates that off-chain protocols, like
FASTKITTEN, are highly efficient when the same set of par-
ties wants to run complex contracts (like multiple matches of
a game).

Poker We also implemented a Texas Hold’em Poker game,
to prove that multi-party contracts which inherently require
multiple rounds can also be efficiently executed in FASTKIT-
TEN. In our implementation, each player starts with an equal
chip stack and participates in an initial betting round and in
additional rounds after the flop, river, and turn have been dealt
by the enclave. If more than two players remain in the game
after the final bets, the enclave reveals the winner and dis-
tributes the chips in the current pot to the winner. The game
continues until only one player remains. We measured 50
matches between 10 players resulting in an average time of
45ms per match (multiple betting rounds are included in each
match). The run time was measured starting from the moment
all deposits are committed to the blockchain.

Real-world Fees We generated examples of the transac-
tion types used in our protocol for a 10-player poker match.
In Table 2 we estimate the fees required to commit to the
blockchain our transactions, in addition to a typical deposit
transaction. Assuming all parties comply with the protocol,
each party (including Q) must pay between 0.05 USD and
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Transaction Size (Bytes) Fees (BTC) Fees (USD)
Deposit (typical) 250  0.000007-0.000073 0.05-0.46
Penalty (txp) 504 0.000015-0.000148 0.09-0.93
Challenge (txchal) 293 0.000009-0.000086 0.05-0.54
Response (tXresp) 266  0.000008-0.000078 0.05-0.49
Output (tXout) 1986  0.000058-0.000582 0.36-3.65

Table 2: Estimated fees for a typical deposit transaction and
the FASTKITTEN transactions, using data from CoinMarket-
Cap [2] and BlockCypher [1] retrieved on Nov. 14, 2018.

0.46 USD for the deposit. Additionally, the output transaction
txout requires between 0.36 USD and 3.65 USD in fees.
Other Well-known Contracts Certain well-known con-
tracts like ERC20 token and CryptoKitties inherently need
to be publicly available on the blockchain, since they are ac-
cessed frequently by participants which are not previously
known. In contrast, contracts resembling our examples above,
which rely on private data and where a fixed set of participants
sends a large number of transactions, are highly efficient when
moved off-chain using a system like FASTKITTEN. The na-
ture of off-chain solutions like FASTKITTEN or state channels
requires advance knowledge of the participants. Open con-
tracts like ERC20 and CryptoKitties that require continuous
synchronization with the blockchain and are meant to be pub-
licly accessible would eliminate the advantages of off-chain
solutions.

9 Discussion and Extensions

In order to explain and analyze the FASTKITTEN protocol, we
presented a simplified protocol version which only includes
the building blocks required to guarantee security. Depending
on the use case one might be interested in further properties.
Possible extensions discussed in this section include the op-
tion to pay the operator for his service, protect the operator
against TEE faults, hide the contract output from through a
layer of output encryption and allow cross-currency smart
contracts. In the following, we explain how to achieve these
features and at what cost they can be added to the simplified
protocol.

9.1 Fees for the Operator

The owner of the TEE provides a service to the users who
want to run a smart contract and, naturally, he wants to be
paid for it. In addition to the costs of buying, maintaining
and running the trusted hardware, he also needs to block the
security deposit g for the duration of the protocol. While the
security of FASTKITTEN ensures that he will never lose this
money, he still cannot use it for other purposes. The goal of
the operator-fees is to make both investments attractive for Q.
We assume that the operator will be paid & coins for each
protocol round for each party. Since the maximum number
of rounds m is fixed at the protocol start, Q will receive & x



n x m coins if the protocol succeeds (even if the contract
terminated in less than m rounds). If the operator proves to
the TEE in round x that another party did not respond to the
round challenge, he will only receive a fee for the passed x
number of rounds (namely & X x X n). This pay-per-round
model ensures that the operator does not have any incentive
to end the protocol too early. If the protocol setup does not
succeed or the operator cheats, he will not receive any coins.
The extended protocol with operator fees requires each party
to lock ¢; +m x & coins and the operator needs to level this
investment with gc; +m X & coins.

9.2 Fault Tolerance

In order to ensure that the execution of the smart contract
can proceed even in the presence of software or hardware
faults, the enclave can save a snapshot of the current state in
an encrypted format, e.g., after every round of inputs. This
encrypted state would be sent to the operator and stored on
redundant storage. If the enclave fails, the operator can instan-
tiate a new enclave which will restart the computation starting
from the encrypted snapshot. If the TEE uses SGX, snapshots
would leverage SGX’s sealing functionality [31] to protect
the data from the operator while making it available to future
enclave instances.

9.3 Privacy

As mentioned in the introduction, traditional smart contracts
cannot preserve privacy of user inputs and thus always leak
internal data to the public. In contrast to common smart con-
tract technologies, the FASTKITTEN protocol supports privacy
preserving smart contracts as proposed in Hawk [36]. This
requires private contract state to hide the internal execution
of the contract and input privacy, which means that no party
(including the operator) sees any other parties’ round input
before sending its own.

It is straightforward to see that FASTKITTEN has a secret
state, since it is stored and maintained inside the enclave.
Input privacy can easily be achieved by encrypting all inputs
with the public key of the enclave. This guarantees that only
the FASTKITTEN execution facility and the party itself knows
the inputs. If required, FASTKITTEN could also be extended
to support privacy of outputs from the contract to the parties,
by letting the enclave encrypt the individual outputs with the
parties’ public keys. But this additional layer should only be
used when the contract requires it, since in the worst case this
increases the output complexity of the challenge and output
transaction.

9.4 Multi-currency Contracts

FASTKITTEN requires from the underlying blockchain tech-
nology that transactions can contain additional data and can
be timelocked. Any blockchain like Bitcoin, Ethereum, Light-
coin and many others which allow these transaction types
can be used for the FASTKITTEN protocol. With some minor

modifications FASTKITTEN can even support contracts which
can be funded via multiple different currencies. This allows
parties that own coins in different currencies to still execute
a contract (play a game) together. The main modification to
the FASTKITTEN protocol is that the operator and the enclave
need to simultaneously handle multiple blockchains in par-
allel. In particular, for each of the considered currencies, Q
needs to deposit the sum of all coins that were deposited by
parties in that currency. This is in order to guarantee that if the
operator cheats, players get back their invested coins in the
correct currency. In addition, the operator is obliged to chal-
lenge each party via its blockchain. If the execution completes
(or the operator proves to the enclave that one of the players
cheated), the enclave signs one output transaction for each
of the currencies. While this extension adds complexity to
the enclave program and leads to more transactions and thus
transaction-fees, the overall deposit amount stays identical to
the single blockchain use case.” A complete design and proof
of correctness of a cross-ledger FASTKITTEN is left to future
work.

10 Conclusion

In this paper we have shown that efficient smart contracts
are possible using only standard transactions by combining
blockchain technology with trusted hardware. We present
FASTKITTEN, our Bitcoin-based smart contract execution
framework that can be executed off-chain. Since FASTKIT-
TEN is the first work that supports efficient multi-round con-
tracts handling coins, for the first time, this enables real-time
application scenarios, like interactive online gaming, with mil-
lisecond round latencies between participants. We formally
prove and thoroughly analyze the security of our general
framework, also extensively evaluating its performance in a
number of use cases and benchmarks.

Additionally, we discuss multiple extensions to our protocol,
such as adding output privacy or operator fees, which enrich
the set of features provided by our system.
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Availability

An extended version of this paper, which includes the byte-
code of our sample Bitcoin transactions, will be publicly avail-
able at the Cryptology ePrint Archive at https://eprint.
iacr.org.
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A Further Related Work

There is a large body of work trying to improve the scalabil-
ity of blockchains by moving a major part of smart contract
executions off the blockchain (for example, via second layer
solutions [24,34,49,55] or outsourcing of computation [58]).
As discussed in the main body of this paper, all of these so-
lutions run on top of blockchains with sufficiently complex
scripting language, e.g., on Ethereum. However, they cannot
be integrated into popular legacy cryptocurrencies such as
Bitcoin, which is their main difference compared to our work.
Recall that one of the main goals of FASTKITTEN is make
minimal assumption on the underlying blockchain technology
and in particular, to run over the Bitcoin blockchain.
Another motivation for off-chain contract execution might be
the goal of protecting privacy. Hawk [36] and the “Ring of
Gyges” [33] are examples of works that do keep the state,
all inputs and outputs private. It is also true for the scaling
solutions mentioned above; These techniques work only over
cryptocurrencies with support for complex smart contracts,
e.g. over Ethereum.

Below we discuss the differences between these solutions and
FASTKITTEN when run on top of Ethereum.

A.1 Second-layer Scaling Solutions

State Channels State channels [20,24,49] are a prominent
second layer scaling solution. They allow a set of parties
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to execute complex smart contracts off-chain. As long as
all parties are honest and agree on the state transitions, the
blockchain is contacted only during the channel creation,
when parties lock funds in the channel, and during channel
closure, when the locked funds are distributed back to the
parties according to the result of contract execution. However,
once parties run into disagreement off-chain, they have to
resolve their dispute on-chain and perform the state transition
via the blockchain.

While in the optimistic case when all parties are honest, state
channels are very efficient, a potentially heavy computation
might need to be done on-chain in case of disagreement. This
is in contrast to the FASTKITTEN protocol which does not
require any computation to be performed on the blockchain
even in case of disputes.

Plasma Another promising second-layer scaling solution is
Plasma, first introduced by Poon and Buterin [55]. The main
idea of Plasma is to build new chains (Plasma chains) on
top of the Ethereum blockchain. Each Plasma chain has its
own operator that is responsible for validating transactions
and regularly posting a short commitment about the current
state of the Plasma chain to a smart contract on the Ethereum
blockchain. The regular commitments guarantee to the partic-
ipants of the Plasma chain that in case the operator cheats, his
misbehavior can be proven to the Ethereum smart contract
and parties can exit the Plasma chain with all their funds.
While the original goal of Plasma [55] was to support arbi-
trary complex smart contracts, to the best of our knowledge,
there is no concrete protocol that would achieve this goal
(the existing Plasma designs support only payment transac-
tions). Moreover, the plasma research community currently
conjectures that Plasma with general smart contracts might
be impossible to construct [8].

A.2 Incentive-driven Verification

Arbitrum The disadvantage of state channels, i.e., the po-
tentially heavy on-chain execution in case of dispute, is being
addressed by the work Arbitrum [34]. Every smart contract,
which Arbitrum models as a virtual machine (VM), to be
executed off-chain has a set of “manager” parties responsi-
ble for correct VM execution. As long as managers reach
consensus on the VM state transitions, execution progresses
off-chain similarly as in state channels. In case of dispute,
managers do not perform the VM state transition on-chain as
in state channel. Instead, one manager can propose the next
VM state which other managers can challenge. If the newly
posted state is challenged, the proposer and the challenger
run an interactive protocol via the blockchain, so-called “bi-
section” protocol, in which one disputable computation step
is eventually identified and whose correct execution is ver-
ified on-chain. Hence, instead of executing the entire state
transition on-chain (which might potentially require a lot of
time/space), only one computation step of the state transition
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has to be performed on-chain in addition to the bisection pro-
tocol (which might require O(log(s)) blockchain transactions,
where s is the number of computations steps in the state tran-
sition). The Arbitrum protocol works under the assumption
that at least one manager of the VM is honest and challenges
false states if they are posted by other managers. Since the
blockchain interaction during the bisection protocol is rather
expensive, Arbitrum uses monetary incentives to motivate
managers to behave honestly and follow the protocol.

TrueBit Another solution that supports off-chain execution
of smart contracts using incentive verification is TrueBit [58].
For each off-chain execution, the TrueBit system selects (us-
ing a lottery) one party, called the “Solver”, that is responsible
for performing the state transition and inform all other parties
about the new contract state. The TrueBit system incentives
parties to become so called “verifiers” and check the correct-
ness of the computation performed by the Solver. In case they
detect misbehavior, they are supposed to challenge the Solver
on the blockchain and run the “verification game” which
works similarly as the “bisection protocol” of Arbitrum. Sim-
ilar to Arbitrum, TrueBit relies on the assumption that there
is at least one honest verifier which correctly performs all
the validations and challenges malicious Solvers. In contrast
to Arbitrum, all inputs and the contract state are inherently
public even in the optimistic case when everyone is honest.
Apart from the different trust model and lower requirement
on the underlying blockchain technology, FASTKITTEN dif-
fers from Arbitrum and TrueBit by providing stronger privacy
guarantees, meaning that in both the optimistic and the pes-
simistic case, inputs of honest parties as well as the state of
the smart contract remains private.

A.3 TEE:s for privacy

None of the solutions discussed above achieves privacy pre-
serving off-chain contract execution. This is tackled by the
work Hawk [36] which keeps the state, all inputs and all out-
puts private. Hawk contracts [35] achieve these properties
using Ethereum smart contracts that judge computations done
by a third party (a manager), who executes the contract on
private inputs and is trusted not to reveal any secrets. First all
parties submit their encrypted inputs to the contract, then the
manager computes the result and proves its correctness with a
zero knowledge proof. If the proof is correct, the contract pays
out money accordingly. While the authors of Hawk discuss
the possibility to use SGX for instantiating the manager and
reducing the trust assumptions in this party, it still leverages
the blockchain for every user input, and it only supports single
round protocols which is their main difference to FASTKIT-
TEN. A possible extension to multi-round protocols would be
difficult to achieve without letting the smart contract verify
the correctness of every round individually, and thus create a
large blockchain communication overhead.



HYBCACHE: Hybrid Side-Channel-Resilient Caches
for Trusted Execution Environments

Ghada Dessouky, Tommaso Frassetto, Ahmad-Reza Sadeghi
Technische Universitit Darmstadt, Germany
{ghada.dessouky, tommaso.frassetto, ahmad.sadeghi}@trust.tu-darmstadt.de

Abstract

Modern multi-core processors share cache resources for max-
imum cache utilization and performance gains. However, this
leaves the cache vulnerable to side-channel attacks, where
inherent timing differences in shared cache behavior are ex-
ploited to infer information on the victim’s execution pat-
terns, ultimately leaking private information such as a secret
key. The root cause for these attacks is mutually distrusting
processes sharing the cache entries and accessing them in a
deterministic and consistent manner. Various defenses against
cache side-channel attacks have been proposed. However,
they suffer from serious shortcomings: they either degrade
performance significantly, impose impractical restrictions, or
can only defeat certain classes of these attacks. More im-
portantly, they assume that side-channel-resilient caches are
required for the entire execution workload and do not allow
the possibility to selectively enable the mitigation only for
the security-critical portion of the workload.

We present a generic mechanism for a flexible and soft
partitioning of set-associative caches and propose a hybrid
cache architecture, called HYBCACHE. HYBCACHE can be
configured to selectively apply side-channel-resilient cache
behavior only for isolated execution domains, while providing
the non-isolated execution with conventional cache behavior,
capacity and performance. An isolation domain can include
one or more processes, specific portions of code, or a Trusted
Execution Environment (e.g., SGX or TrustZone). We show
that, with minimal hardware modifications and kernel sup-
port, HYBCACHE can provide side-channel-resilient cache
only for isolated execution with a performance overhead of
3.5-5%, while incurring no performance overhead for the
remaining execution workload. We provide a simulator-based
and hardware implementation of HYBCACHE to evaluate the
performance and area overheads, and show how HYBCACHE
mitigates typical access-based and contention-based cache
attacks.

1 Introduction

For decades now, upcoming processor generations are being
augmented with novel performance-enhancing capabilities.
Performance and security of processor architectures and mi-
croarchitectures are considered exclusively independent de-
sign metrics, with architects primarily focused on the more
tangible performance benefits. However, the recent outbreak
of micro-architectural cross-layer attacks [4-6,18,19,22,42,
44,46,47,50,56,59,68,70,79], has demonstrated the critical
and long-ignored effects of micro-architectural performance
optimizations on systems from a security standpoint. It is be-
coming evident how performance and security are at conflict
with each other unless architects address the design trade-off
early on and not as an afterthought.

One prominent performance feature and the subject of a
wide range of recent architectural attacks is the use of caches
and cache-like structures to provide orders-of-magnitude
faster memory accesses. The intrinsic timing difference be-
tween a cache hit and miss is one of various side channels
that can be exploited by an adversary process via a carefully
crafted side-channel attack to infer the memory access pat-
terns of a victim process [23,25-29,34,35,38,54,61,71,77,78].
Consequently, the adversary can leak unauthorized informa-
tion, such as a private key, hence violating the confidentiality
and isolation of the victim process.

Cache Side-Channel Attacks. In earlier years, cache side-
channel attacks have been shown to compromise crypto-
graphic implementations [8,54,61,78]. More recently, attack
variants such as Prime + Probe [34,38,54,61] and Flush +
Reload attacks [29, 78] are being demonstrated on a much
larger scale. They have been shown to bypass address space
layout randomization (ASLR) [23,25], infer keystroke behav-
ior [26,27], or leak privacy-sensitive human genome indexing
computation [11], whereby millions of platforms using vari-
ous architectures have been shown vulnerable to such attacks.
The attacks require an adversary to orchestrate particular
cache evictions of target memory addresses of interest and
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after a time interval measure its own memory access latencies
or observe relevant computation and profile how it has been
affected. This enables the adversary to deduce the victim’s
memory access patterns and infer dependent secrets. Cache
side-channel attacks have been shown to exploit core-specific
caches as well as shared last-level caches across different
cores or virtual machines [27,38,54]. Even hardware-security
extensions and trusted execution environments (TEEs) such
as Intel SGX [13,33] and ARM TrustZone [7] are not im-
mune to these attacks. While they do not claim cache side-
channel security, recent cache side-channel attacks targeting
SGX [11,21,60,66] and TrustZone [49, 80] have been shown
to compromise the acclaimed privacy and isolation guarantees
of these security architectures, thus undermining their very
purpose.

Existing Cache Defenses. To defeat cache side-channel
attacks, there has been extensive research on techniques to
identify and mitigate information leaks in a software’s mem-
ory access patterns [16, 17,45]. However, mitigating these
leaks efficiently for arbitrary software (beyond cryptographic
implementations) remains impractical and challenging. Alter-
natively, hardware-based and software approaches have been
proposed to modify the cache organization itself to limit cache
interference across different security domains. Examples in-
clude modifying replacement and leveraging inclusion poli-
cies [39,76], as well as approaches that rely on cache partition-
ing [24,40,41,51,72,73, 82], and randomization/obfuscation-
based schemes [52,53, 63,69, 73] to randomize the relation
between the memory address and its cache set index.

While strict cache partitioning is the intuitive approach
to provide complete cache isolation and non-interference
between mutually distrusting processes, it remains highly
impractical and prevents efficient cache utilization. On the
other hand, randomization-based approaches make the attacks
computationally much more difficult by randomizing the map-
ping of memory addresses to cache sets. However, existing
schemes either require complex management logic, impose
particular restrictions, rely on weak cryptographic functions,
or mitigate only some classes of cache side-channel attacks.
Most importantly, all of the aforementioned schemes are de-
signed to provide side-channel cache protection for the entire
code execution, which is actually not required in practice.

Our Goals. We observe that usually the majority of the code
is not security-critical. Typically, a small portion of the code
is security-critical and requires cache-based side-channel re-
silience. Moreover, this security-critical portion of the code
is often already running in an isolated environment, such as
in a TEE or in an isolated process. In these cases, a trusted
component, namely the processor hardware or microcode or
the operating system kernel, enforces this isolation. We aim to
leverage and extend this existing isolation mechanism to also
selectively enable side-channel resilience for the caches only
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for the portion of the code that needs it, without reducing the
cache performance for the remaining non-isolated code. In
doing so, we practically address the persistent performance-
security trade-off of caches by providing the system adminis-
trator with a "tuning knob" to configure by balancing and iso-
lating the workload as required. Consequently, s/he can tune
the resulting cache side-channel resilience, utilization, and
performance, while guaranteeing no performance overhead
is incurred on the non-isolated portion of the code execution.
Only the isolated (usually the minority) portion is subject to
a reasonable reduction in cache capacity and performance —
the cost of increased security guarantees.

To achieve this flexible and hybrid cache behavior, we
introduce HYBCACHE, a generic mechanism that protects iso-
lated code from cache side-channel attacks without reducing
the cache performance for the remaining non-isolated code.
In HYBCACHE, isolated execution only uses a pre-defined
(small) number of cache ways1 in each set of a set-associative
cache. It uses these ways fully-associatively, while for evic-
tion random victim cache lines are selected to be replaced
by new ones, thus breaking the set-associativity and remov-
ing the root cause of access leakage. Non-isolated execution
uses all cache ways set-associatively as usual, without any
performance overhead. While isolated and non-isolated exe-
cution may compete for the use of some ways in the cache,
the random replacement policy and fully-associative mapping
used by the isolated execution prevent leaking information
about the accessed memory locations (and their cache set
mapping) to the non-isolated execution, thus making the pre-
computation and construction of an eviction set impossible.
Moreover, HYBCACHE flexibly supports multiple, mutually
distrusting isolated execution domains while preserving the
above security guarantees individually for each domain.

HYBCACHE is architecture-agnostic, and can be seam-
lessly integrated with any isolation mechanism (TEEs or inter-
process isolation); the definition of the isolation domains and
the distribution of the workload is left up to the system admin-
istrator. HYBCACHE is backward compatible by design; it
provides conventional set-associative caches for the workload
if the side-channel resilience feature is not supported.

Contributions. The main contributions of this paper are as
follows.

* We present HYBCACHE, the first cache architecture de-
signed to provide flexible configuration of cache side-
channel resilience by selectively enabling it for isolated
execution without degrading the performance and avail-
able cache capacity of non-isolated execution.

* We evaluate the performance overhead of a simulator-
based implementation of HYBCACHE and show that it
is less than 5% for the SPEC2006 benchmarks suite,

' Ways are different available entries in a cache set to which a particular
memory address can be allocated.



and estimate the memory and area overheads of a cycle-
accurate hardware implementation of HYBCACHE.

* We show — through our security analysis — how breaking
set-associative mapping and shared cache lines between
mutually distrusting isolation domains (which are the
root causes for typical cache side-channel attacks besides
the intrinsic cache sharing and competition) mitigates
typical contention-based and access-based cache attacks.

2 Cache Organization, Attacks and Defenses

We briefly present the typical cache organization, as well as
recent cache side-channel attacks that are within the scope of
our work, and limitations of existing defenses.

2.1 Cache Organization

Cache Structure. Caches are typically arranged in a hi-
erarchy of fastest/closest/smallest to slowest/furthest/largest
levels of cache, respectively L1, L2, and L3 cache/last-level-
cache (LLC). Each core incorporates its L1 and L2 caches and
shares the LLC with other on-chip cores. A cache consists of
the storage of the actual cached data/instructions and the tag
bits of their corresponding memory addresses. Cache memory
is organized into fixed-size memory blocks, called cache lines
each of size B bytes. Set-associative caches are organized
into S sets of W ways each (called a W-way set-associative
cache) where each way can be used to store a cache line. A
single cache line can only be allocated to only one of the
cache sets, but can occupy any of the ways within this cache
set. The least significant log, B bits are the block offset bits
that indicate which byte block within the B-Byte cache line
is requested. The next log, S bits are the index bits used to
locate the correct cache set. The remaining most significant
bits are the tag bits for each cache line.

In a set-associative cache, once the cache set of a requested
address is located, the rag bits of the address are matched
against the tags of the cache lines in the set to identify if it is
a cache hit. If no match is found, then it is a miss at this cache
level, and the request is sent down to the next lower-level
cache in the hierarchy until the requested cache line is found
or fetched from main memory (cache miss). However, in a
fully-associative cache, a cache line can be placed in any of
the cache ways where the entire cache serves as one set. No
index bits are required, but only /og> B block offset bits and
the rest of the bits serve as tag bits.

Eviction and Replacement. Due to set-associativity and
limited cache capacity, cache contention and capacity misses
occur where a cache line must be evicted in favor of the
new cache line. Which cache line to evict depends on the
replacement policy deployed, some of which include First-in-
First-Out (FIFO), Least-Recently-Used (LRU), pseudo-LRU,
Least-Frequently-Used (LFU), Not-Recently-Used (NRU),

random and pseudo-random replacement policies. In practice,
approximations to LRU (pseudo-LRU) and random replace-
ment (pseudo-random) are usually deployed.

2.2 Cache Side-Channel Attacks

Cache side-channel attacks pose a critical threat to trusted
computing and underlie more proliferating side-channel at-
tacks such as the Spectre [44] and Meltdown [50] vari-
ants. Different classes of these attacks have been demon-
strated on all platforms and architectures ranging from mo-
bile and embedded devices [49] to server computing sys-
tems [34,54,81]. They have also been shown to undermine
the isolation guarantees of trusted execution environments,
like Intel SGX [11,21,60,66] and ARM TrustZone [49, 80].
Such attacks have been shown to infer both fine-grained and
coarse-grained private data and operations, such as bypass-
ing address space layout randomization (ASLR) [23, 25],
inferring keystroke behavior [26, 27], or leaking privacy-
sensitive human genome indexing computation [11], as well
as RSA [54,81] and AES [10,34] decryption keys.

Cache side-channel attacks exploit the inherent leakage
resulting from the timing latency difference between cache
hits and misses. This is then used to infer privacy/security-
critical information about the victim’s execution. In an offline
phase, the attacker must first identify the target addresses of
interest (by means of static and dynamic code analysis of
the victim program) whose access patterns leak the desired
information about the victim’s execution, such as a private
encryption key. In an online phase, the attacker measures
the timing latency of its memory accesses or the victim’s
computation time to infer the desired information.

To demonstrate how a simple cache attack works, consider
the pseudo-code of the Montgomery ladder implementation
for the modular exponentiation algorithm shown in Algo-
rithm 1. Modular exponentiation is the operation of raising a
number b to the exponent e modulo m to compute b¢ mod m
and is used in many encryption algorithms such as RSA. Leak-
ing the exponent e may reveal the private key. As shown in
Algorithm 1, the operations performed for each of the expo-
nent bits directly correspond to the value of the bit. If the
exponent bit is a zero, the instruction in Line 5 is executed.
If the exponent bit is a one, the instruction in Line 9 is exe-
cuted. An attacker that can observe or deduce these execution
patterns can thus disclose the value of each corresponding ex-
ponent bit, and eventually recover the encryption key [78, 81].
S/he, however, needs to identify the target addresses that need
to be observed (the addresses of the instructions in Lines 5
and 9 in this example) in the victim program and accordingly
construct the eviction set. The eviction set is a collection of
addresses that are mapped to the same specific cache set to
which the target addresses are also mapped. The attacker uses
this eviction set to evict the contents of the whole set in the
cache, and therefore guarantee to successfully evict the target
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addresses from the caches. Consequently, s’he measures the
timing latency of its own memory accesses after a time in-
terval to deduce whether the victim has accessed these target
addresses.

Algorithm 1: Montgomery Ladder RSA Implementa-
tion
Input: base b, modulo m, exponent e = (e,—1...€p),
Output: b mod m
1 Rp < 13 Ry < b;
2 for i from n-1 downto 0 do

3 if ¢; = O then

4 Ry + Ry X R; mod m;
5 Ry <+ Rp X Rop mod m;
6 end

7 if ¢; = I then

8 Ry <+ Rp X R; mod m;
9 Ry < R X R; mod m;
10 end
11 end

12 return Ry;

The online phase of these attacks consists of three main
steps: Eviction, Waiting and Analysis. The attacker uses the
eviction set to evict the victim’s target addresses from the
cache. Next, the attacker waits an interval of time to allow
the victim to access the target addresses. Then the attacker
measures and analyzes its access time measurements to de-
termine if the victim has accessed the target addresses. This
is repeated as many times as the attacker requires to collect
sufficient traces to recover the exponent bits.

The different techniques used by the attacker to perform
the eviction can be classified into two main approaches, either
access-based or contention-based. In access-based attacks
such as Flush + Reload [29, 78], Flush + Flush [26], Invali-
date + Transfer [35], and Flush + Prefetch [25], the attacker
accesses the target addresses directly by flushing them out
of the cache using the dedicated clflush instruction [2] and
possibly exploiting timing leakage from the execution of the
clflush instruction [26]. This invalidates the lines containing
these addresses and writes them back to memory. Evict +
Reload [27] attacks have also been shown which do not re-
quire the clflush instruction, but instead evict specific cache
sets by accessing physically congruent addresses. These at-
tacks are only feasible in case of shared memory pages be-
tween the attacker and victim, usually in the form of shared
libraries. Otherwise, an attacker resorts to contention-based
attacks such as Prime + Probe [34, 38, 54,61, 77], Prime +
Abort [15], Evict + Time [23, 61], alias-driven attacks [28],
and indirect Memory Management Unit (MMU)-based cache
attacks [71], where s/he constructs an eviction set and uses it
to trigger and exploit a cache contention in the same cache set
as the target addresses, thus evicting cache lines containing
the target addresses from the pertinent cache set.

The waiting interval should be selected and synchronized
such that the victim is expected to access the target address
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at least once before the attacker analyzes the collected obser-
vations. By analyzing the collected observations, the attacker
determines whether the target address was indeed accessed by
the victim. This is achieved by different techniques depend-
ing on the attack approach, either the adversary measures the
overall time needed by the victim process to perform certain
computations [8, 10], or probes the cache with eviction sets
and profiles cache activity to deduce which memory addresses
were accessed [34,38,54,77,78], or accesses target memory
addresses and measures the timing of these individual ac-
cesses [29, 61]. Alternatively, the adversary can also read
values of addresses from the main memory to see whether
cache lines that contain cacheable target addresses have been
evicted to memory [28].

Cache-collision timing attacks exploit cache collisions that
the victim experiences due to its cache utilization, e.g., after
a sequence of lookups performed by a table-driven software
implementation of an encryption scheme, such as AES [10].
These attacks are out of scope in this work since they are not
common, are specific to certain software implementations,
and can only be mitigated by adapting the implementation or
locking the relevant cache lines after pre-loading them.

2.3 Limitations of Existing Defenses

To mitigate these attacks, software-based countermeasures
and modified cache architectures have been proposed in re-
cent years, which we cover in depth in the Related Work
(Section 8). These can be classified into two main paradigms:
1) applying cache partitioning to provide strict isolation, or
2) applying randomization or noise to make the attacks com-
putationally impractical. However, all proposed countermea-
sures to date either impact performance significantly, require
explicit programmer’s annotations, are not seamlessly com-
patible with existing software requirements such as the use
of shared libraries, are architecture-specific, or do not defend
against all classes of attacks. Most importantly, all existing
defenses apply their side-channel cache protection for the
entire execution workload.

In practice, cache side-channel resilience is only required
for the security-critical (usually smaller) portion of the work-
load that is allocated to execute in isolation. Thus, non-
isolated execution should not suffer any resulting performance
costs. To address this in this work, we propose a modified
hybrid cache microarchitecture that enables side-channel re-
silience only for the isolated portion of execution, while re-
taining the conventional cache behavior and performance for
the non-isolated execution.

3 Adversary Model and Assumptions

To provide side-channel-resilient cache accesses for only
security-critical isolated execution, we propose a hybrid soft
partitioning scheme for set-associative memory structures.



In this work, we apply it to caches and call it HYBCACHE.
HYBCACHE aims to provide cache-based side-channel re-
silience to the security-critical or privacy-sensitive workload
that is allocated to one or more Isolated Execution Domains
(I-Domains), while maintaining conventional cache behavior
for non-critical execution that is allocated to the Non-Isolated
Execution Domain (NI-Domain). HYBCACHE assumes an
adversary capable of mounting the attacks described in Sec-
tion 2.2 and is designed to mitigate them.

Furthermore, the construction of HYBCACHE is based on
the following assumptions:

Al Security-critical code that requires side-channel re-
silience is already allocated to an isolated component,
like a process or a TEE (enclave).

A recent trend in the design of complex applications, like web
browsers, is to compartmentalize them using multiple pro-
cesses. As an example, all major browsers spawn a dedicated
process for every tab [43] and some even use a dedicated pro-
cess to better isolate privileged components [58]. Similarly,
the widespread availability of TEEs, like SGX, encourages
developers to encapsulate sensitive components of their code
in protected environments.

A2 Isolated execution is the minority of the workload.

Isolation works best when the isolated component is as small
as possible, thus reducing the attack surface. This complies
with the intended usage of TEEs like SGX where only small
sensitive components of the code would be allocated to the
TEE. Hence, we assume only the minority of the workload
needs to be isolated. HYBCACHE still provides the same
security guarantees if the majority of the workload is isolated,
but the performance of the isolated execution would suffer.

A3 Sensitive code only uses writable shared memory for I/O
(if at all), and access patterns to this shared memory do
not leak any information.

Isolated code should focus on processing some local data,
while I/0O needs should be limited to copying the input(s)
into the isolated component, and copying the output(s) out
of the component. Both of these procedures just access the
data sequentially; thus, the access patterns during I/O do not
depend on the data and does not leak any information.

A4 The attacker is not in the same I-Domain as the victim.

HYBCACHE is designed to isolate mutually distrusting I-
Domains and thus, we must assume the attacker and the vic-
tim are not in the same I-Domain. Note that, as a consequence
of A3, if a process handles sensitive data and has multiple
threads, they must all be in the same I-Domain, since they
share the entire address space. In cases where isolation be-
tween threads sharing the same address space is also required,
HYBCACHE can, in principle, provide intra-process isolation
as discussed later in Section 7.

4 Hybrid Cache (HYBCACHE)

We systematically analyzed existing contention-based and
access-based cache attacks in the literature (Section 2.2) to
identify their common root causes (besides the intrinsic shar-
ing of cache entries and latency difference between a cache
hit and miss). Cache side-channel attacks are, by nature, very
specific to the victim program and may exploit attack-specific
features such as the side-channel leakage of the clflush [26]
or prefetch instructions [25]. Nevertheless, each one of these
attacks is primarily caused by one or both of the following
root causes: shared memory pages (and cache lines) between
mutually distrusting code, and deterministic and fixed set-
associativity of cache structures, which enables targeted cache
set contention by pre-computed eviction sets.

4.1 Requirements Derivation

In light of the above, HYBCACHE should provide side-
channel resilience between different isolation domains with
respect to their cache utilization. An adversary process shar-
ing the cache with a victim process should not be able to
distinguish which memory locations a victim accesses. Nev-
ertheless, we emphasize that the only approach to enforce
complete non-interference between different domains is by
strict static cache partitioning, such that no cache resources
are shared, and thus zero information leakage occurs. On
the other hand, this is impractical, and results in inefficient
cache utilization from a performance standpoint. Our key
objective in this work is to practically address and accommo-
date this persistent performance/security trade-off of cache
structures by providing sufficiently strong cache side-channel-
resilience, such that practical and typical cache side-channel
attacks become effectively infeasible without necessarily en-
forcing complete non-interference. Additionally, we desire
that this security guarantee is run-time configurable, such that
it is only in effect when required.

This builds on our insight that it is neither practical nor
required to provide cache side-channel resilience for all the
code in the workload. This additional security guarantee is
only required for security-critical execution, which is a mi-
nority of the workload (Assumption A2), and usually isolated
in a Trusted Execution Environment (TEE) (Assumption Al).
Thus, we require to provide a cache architecture that provides
non-isolated execution with conventional cache utilization
(with no performance costs), and simultaneously side-channel-
resilient cache utilization (with a tolerable performance degra-
dation) only for the smaller portion of the execution workload
that is security-sensitive and isolated. We also require that
our architecture is portable, can be easily deployed, and is
backward compatible when a system does not support it. We
summarize these requirements below:

R1 Strong side-channel resilience guarantees between the
isolated and non-isolated execution domains, sufficient to

119



thwart typical contention-based and access-based cache
attacks

R2 Dynamic and scalable cache isolation between multiple
different isolation domains

R3 Addressing the cache performance/security trade-off by
configuring the non-isolated/isolated workload balance
(compliant with how TEEs are intended and designed to
be used) such that the performance of the non-isolated
execution workload is not degraded

R4 Usability: backward-compatible, architecture-agnostic,
no usage restrictions and no code modifications required

Next, we present the high-level construction of HYBCACHE

in Section 4.2 and its microarchitecture in more detail in

Sections 4.3 and 4.4.

4.2 High-Level Idea

In HYBCACHE, a subset of the cache, named subcache, is re-
served to form an orthogonal isolated cache structure. Specif-
ically, njsorareq cache ways within the conventional cache sets
form the subcache. While these subcache ways are available
for the NI-Domain to utilize, the I-Domains are restricted to
utilize only these subcache ways. However, the I-Domains
utilize this subcache in a fully-associative way and using
a random-replacement policy. In doing so, all mutually dis-
trusting processes executing in the I-Domains can share the
subcache without leaking information on the actual mem-
ory locations they access. Since these subcache ways are
not reserved exclusively for isolated execution and can also
be utilized by non-isolated execution with least priority, the
NI-Domain still retains unaltered cache capacity usage and
non-degraded performance.

The key purpose of HYBCACHE, unlike existing defenses,
is to selectively enable side-channel-resilient cache utilization
only for the I-Domains. Hence, only the isolated execution is
subjected to the resulting performance overhead, while still
maintaining conventional cache behavior and performance for
the NI-Domain, as outlined in Requirement R3. We describe
next the architecture of HYBCACHE and how it achieves this.

4.3 Controller Algorithm

HYBCACHE modifies how memory lines are mapped to cache
entries for the [-Domains. n5,14req Ways (at least a way in each
set) of the conventional set-associative cache are designated
to the orthogonal subcache. Cache lines are mapped fully-
associatively to the subcache entries and evicted and replaced
in the subcache using a random replacement policy. This
means that a given memory line can be cached in any of the
Nisolated €ntries. This breaks the deterministic link between
memory addresses and their corresponding cache locations,
thus defeating an attacker that attempts to infer the victim’s
memory accesses by triggering and observing contention in a
particular cache set.
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Figure 1 illustrates how the HYBCACHE controller man-
ages cache requests. HYBCACHE supports multi-core proces-
sors with simultaneous multithreading (SMT) and assumes
that each process is assigned an IsolationDomainID (IDID)
that identifies whether the process is in an I-Domain (and
which isolation domain) or in the NI-Domain. Any incoming
cache request is accompanied by the IDID of the issuing pro-
cess. In @ HYBCACHE controller queries the IDID of the
cache request and the request is serviced accordingly. If it is
in the NI-Domain, the complete cache is queried convention-
ally using the set index and tag bits of the requested address
to locate the cache set and line respectively (B) & ©). Ifa
match is found, the controller checks whether the cache line
was found in one of the subcache ways in (D). Recall that
these ways are not reserved exclusively for isolated execution,
i.e., they can be used by non-isolated execution but with least
priority in case a cache set becomes over-utilized. Therefore,
if a matching cache line is found in one of these ways, the
controller checks whether it was cached by an isolated or non-
isolated process ((E)). The requesting process can only hit and
access the cache line if that line was placed by a process in
the NI-Domain. Otherwise, it is not allowed to hit on it.

Checks in the controller are implemented to occur in par-
allel, i.e., all cache hits are generated in the same number of
clock cycles (as well as cache misses), to eliminate respective
timing side channels. In case of a cache miss, the memory
block is fetched from main memory and cached in (F). The
eviction and replacement are performed according to the de-
ployed policy. All ways are available for eviction, including
the subcache ways to provide the NI-Domain execution with
unaltered cache capacity. However, the usage of the subcache
ways by the I-Domains is considered while recording the re-
cency of accesses to the cache ways to make it least likely
to evict a line from one of the subcache ways if it is recently
used by an I-Domain process.

If the cache request is issued by an I-Domain process, it is
serviced by querying only the subcache (@). The subcache
deploys fully-associative mapping, and is thus queried by a
lookup of all the ways using the (cache line address bits -
block offset bits) as tag bits (@) and simultaneously query-
ing that the line belongs to an [-Domain (since these ways
may also be used by the NI-Domain) and that it was placed
by a process with the same IDID (D). Otherwise, a cache
miss occurs. Disallowing I-Domain processes from hitting on
cache lines originally placed by processes in other I-Domains
provides dynamic isolation between an unlimited number of
mutually distrusting processes that share memory. In case of
a miss, any of the subcache ways is randomly selected and
its cache line is evicted and replaced by the memory block
fetched from main memory (). The random replacement
policy considers all subcache ways equally, even those occu-
pied by the NI-Domain cache lines.
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Cache miss: Randomly replace and evict any of the cache lines

occupying the subcache ways (irrespective of line-IDID of the
cache lines)

©60® ©

FIGURE 1: HYBCACHE controller policy

4.4 Hardware Microarchitecture

Figure 2 shows how HYBCACHE could be applied for a con-
ventional cache hierarchy of a multi-core processor. The cache
capacity available for the NI-Domain execution is unaltered,
i.e., the conventional set-associative cache with all its sets and
ways can be utilized by the NI-Domain.

At each cache level, way-based partitioning is used to re-
serve at least a way in each set (gray ways in Figure 2). These
ways, combined, form the orthogonal subcache that the I-
Domain execution is restricted to use. However, these sub-
cache ways are not used exclusively by the I-Domain execu-
tion, i.e., the NI-Domain execution may use these ways in
case a corresponding set is fully utilized and the least-recently-
used (LRU) replacement algorithm requires to evict a cache
line from a subcache way in this set. This ensures that the NI-
Domain execution is provided with unaltered cache capacity
and does not suffer performance degradation.

The subcache is fully-associative and deploys random re-
placement policy, i.e., a given memory block is always equally
likely to be cached in any of the available ways. This breaks
set-associativity and provides randomization-based dynamic
isolation between different I-Domains while allowing flexible
sharing of the subcache depending on the run-time utilization
requirements of the isolated execution domains. Using the
subcache fully-associatively further maximizes the utilization
of its limited hardwired capacity.
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FIGURE 2: HYBCACHE hierarchy and organization

The njspiareq Ways that form the subcache are configured
(hardwired) at design-time and cannot change at run-time,
because these ways are members of both the primary cache as
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well as the subcache as shown in Figure 3. It is not feasible to
make 7;so141q4 TUN-time configurable, as this would require that
all the ways are unreasonably wired in both a fully-associative
and set-associative organization. Thus, only a small subset
of nisorarea Ways (dark gray ways in Figure 3) is selected to
form the subcache. Each of the subcache ways is augmented
with IsolationDomainID (IDID) configuration bits to iden-
tify the isolation domain that placed an occupying cache line
in the pertinent way. To provide any cache isolation at the
microarchitectural level, a mechanism to bind owners/tags to
cache lines is required, thus IDIDs are needed. We chose to
configure 4 bits for the IDID, thus supporting 16 concurrent
isolation domains, where an all-zero indicates the NI-Domain.
The number of bits allocated in HYBCACHE for IDID is a
hardware design decision. Increasing the number of desig-
nated bits would increase the number of maximum concurrent
isolation domains that HYBCACHE can support. However,
other metrics such as area overhead and power consumption
come into play in this design trade-off.

Cacherequest  _ _ _ _ _ _ _ _ _ _ _ . __._._._._

: Req Isolation-Domain | Memory Address (32/39/46-bit) i
i|1D (req-IDID) ‘Tag ‘Offset }

e e el et S 'e
If |(zero) 26/33/40
Extended Tag
Query N, jareg Ways —_—
(fully-associative) Tag Cache Line

[Cache way | } |

line-IDID

Set 1

G| MO

Set 2.

!
i

[ OF
Legend

isolated way with extended tag bits
[ [ |conventional (non-isolated) way @comparator

FIGURE 3: HYBCACHE hardware microarchitecture

The subcache ways are augmented with an extended tag
bits storage (dashed dark gray tag bits of the dark gray ways
in Figure 3). When queried fully-associatively (for the I-
Domains), all bits, except the offset bits (6 bits for byte-
addressable 64B cache line), of the requested address are
compared with the extended tag bits of the subcache ways
to locate a matching cache line. For the NI-Domain, the sub-
cache ways are queried set-associatively with the rest of the
cache (conventionally), where the request tag bits are com-
pared only with the non-extended tag bits of the subcache
ways within the located cache set.
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4.5 Software Configuration

Abstraction and Transparency. The hardware modifica-
tions required for HYBCACHE are transparent to the software
and abstracted from it. The trusted software (or hardware)
component of the incorporating platform is only required to
interface with the HYBCACHE controller to communicate the
isolation domain of each incoming cache request. However,
HYBCACHE does not stipulate or restrict how these isolation
domains are defined and communicated, thus leaving it to the
discretion of the system designer to identify how HYBCACHE
can be integrated with the comprising architecture.

Isolated Execution. HYBCACHE enables the dynamic iso-
lation of the cache utilization of different isolation domains
by using the IDID of the process that issues the cache request
being serviced. The means by which the isolation domains
are defined, generated, and communicated is dependent on
how the trusted execution and isolation is deployed. We de-
sign HYBCACHE such that it is seamlessly compliant with
any trusted execution environment (TEE) where isolation do-
mains (across different processes, cores, containers, or virtual
machines (VMs)) are either software-defined by a trusted OS
(thus requiring kernel support) or hardware/firmware-defined
in case the OS is not trusted (such as in SGX). Different isola-
tion domains can be defined across different isolated address
space ranges such as in SGX enclaves, across processes such
as in TrustZone normal/secure worlds or by standard inter-
process isolation, or even across different groups of processes
or different virtual machines.

HYBCACHE is agnostic to the means of defining the IDIDs
of different isolation domains, and complements any form
of isolated execution environment in place to provide it with
cache side-channel resilience. If the kernel is trusted, kernel
support is required to assign an IDID (or an all-zero IDID for
a non-isolated process) to each process according to its isola-
tion domain. The IDID bits can be added as an additional pro-
cess attribute in each process’s process control block (PCB).
Otherwise, the trusted hardware or firmware would assign the
isolation domains. HYBCACHE assumes that some mecha-
nism of isolation is already enforced for security-critical code
that it can leverage to provide the cache-level isolation. We
argue why this is reasonable in Assumption Al. Neverthe-
less, if this is not the case, then isolation domains need to
be explicitly defined by the developer if s/he wishes to pro-
tect particular code against cache-based side-channel attacks.
While HYBCACHE is focused on protecting user code, in prin-
ciple, kernel code can also be protected by allocating it to an
isolation domain.

Backward Compatibility. Similar to processor supplemen-
tary capabilities such as Page Attribute Tables (PATs) and
Memory Type Range Register (MTRR) for x86, HYBCACHE
supports providing side-channel-resilience on-demand while



retaining backward compatibility. HYBCACHE only effec-
tively provides side-channel resilience for the cache utilization
of execution when processes are assigned different IDIDs that
are communicated with each cache request. Otherwise, from
a software perspective, HYBCACHE is identical to a conven-
tional cache architecture. If no isolation domains are assigned
to the different processes by the trusted kernel or trusted hard-
ware, HYBCACHE is designed to assign an all-zero IDID by
default to incoming cache requests and all execution is treated
as non-isolated (see Figure 1) with cache-based side-channel
resilience disabled. Only when kernel support is provided
(or trusted hardware or firmware in case of SGX) does HYy-
BCACHE behave differently for different isolation domains
and provides its side-channel resilience capability.

Shared Memory Support. HYBCACHE supports, by de-
sign, that different isolation domains can share read-only
memory, usually in the form of shared code libraries, without
sharing the corresponding cache lines. This results in having
multiple copies of the shared memory kept in cache (multiple
cache entries), enforcing that cache entries are not shared be-
tween mutually distrusting code. Data coherence is also not a
problem, in this case, since this is read-only memory. We elab-
orate in Section 5 how this effectively mitigates access-based
side-channel attacks.

Conventional access to shared writable memory, on the
other hand, between different isolation domains is disallowed
by design in HYBCACHE, as this makes the victim pro-
cess vulnerable to access-based attacks and would under-
mine cache coherence. In order to provide input and output
functionality to isolated code, HYBCACHE provides special
1/0 move instructions. These allow code in an I-Domain to
transfer data between a CPU register and a memory region
(assigned an all-zero IDID when cached) that is designated
exclusively for shared memory between processes belonging
to different [-Domains. These special instructions are meant
to be used to transfer data between domains only through this
designated memory. In practice, we expect them to be used
only in frameworks like the SGX SDK or a trusted kernel. If
code in an I-Domain incorrectly accesses this memory region
using regular instructions, or accesses its own memory using
these special instructions, this could be disallowed, i.e., de-
tected and blocked by the hardware or microcode, e.g., the
MMU. This prevents inserting duplicated writable cache en-
tries which can disrupt cache coherency, while ensuring that
HYBCACHE'’s security guarantees still apply to any access
performed using regular instructions.

S Security Analysis

In the following, we evaluate the effectiveness of HYBCACHE
with respect to the security requirements we outlined in Sec-
tion 4.1. We show that HYBCACHE achieves these security

guarantees by mitigating the following leakages:

S1 Malicious software running in an I-Domain or NI-Domain
cannot flush or perform a cache hit on a cache line belong-
ing to a different [-Domain.

S2 Malicious software running in an I-Domain or NI-Domain
cannot pre-compute and construct an eviction set that
selectively evicts a non-trivial subset of the cache lines
belonging to a different I-Domain. Moreover, the set of
the attacker’s cache lines which can be evicted by the
victim’s lines does not depend on the addresses accessed
by the victim.

S3 Cache hits generated by software in an I-Domain cannot
be observed by software running in a different I-Domain
or NI-Domain. Cache misses generated by software in
an I-Domain can still be indirectly observed by mali-
cious software running in a different I-Domain or NI-
Domain, but the malicious software learns no information
(e.g., memory address) about the access besides whether
a cache miss has occurred.

5.1 S1: Absence of Direct Access to Cache
Lines

Access-based attacks, like Flush + Reload [29, 78], Flush +
Flush [26], Invalidate + Transfer [35], Flush + Prefetch [25],
and Evict + Reload [27], require the attacker to have direct
access to the victim’s cache lines, normally as a result of
shared memory between processes (e.g., shared libraries).
As an example, Flush + Reload works by flushing shared
cache lines and monitoring which lines the victim accesses
and brings back into the cache. HYBCACHE mitigates this
class of attacks by preventing shared cache lines between the
attacker and victim, as we explain in the following.

Shared Read-Only Memory. Read-only memory is shared
between different processes in case of shared code libraries.
HYBCACHE provides support for shared read-only memory
(Section 4.5), while fundamentally disallowing that any cache
line is shared across different I-Domains. Execution within
one domain can only access cache lines brought into the cache
by the same domain. Separate (potentially duplicate) cache
lines are maintained for each domain; flushing and reloading
cache lines only impacts those owned by the attacker’s do-
main and cannot influence any other I-Domain or leak any
information on its cache lines. Having duplicate cache lines
for read-only memory pages does not disturb cache coherency
because it is read-only.

Shared Writable Memory. Shared writable memory be-
tween mutually distrusting domains is disallowed by design
with HYBCACHE. Code in an I-Domain can only exchange
data with another isolation domain through the special I/O
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move instructions, which transfer data between the CPU reg-
isters and memory in the NI-Domain that is designated for
shared communication (see Section 4.5). Incorrect usage of
those instructions or incorrect access to this designated mem-
ory region could be detected and blocked by the MMU to
prevent potential cache coherency disruption due to dupli-
cate writable cache entries. However, HYBCACHE still en-
forces that every cache line only belongs to one domain. Since
cache lines always belong to one specific [-Domain or the
NI-Domain, code in a domain cannot flush or perform a cache
hit on a different domain’s cache lines (S1), and attacks that
rely on those capabilities are thus impossible.

5.2 S2: Impossibility of Pre-Computed Evic-
tion Set Construction

Without direct access to the victim’s cache lines, attackers
resort to contention-based attacks, like Prime + Probe [34, 38,
54,61, 77], Prime + Abort [15], and Evict + Time [23, 61].
In these attacks, the attacker pre-computes and constructs an
eviction set which ensures eviction of a specific subset of the
victim’s cache lines, e.g., lines that belong to a specific set in
a set-associative cache. The attacker process first accesses the
whole eviction set, thus ensuring the victim’s cache lines are
evicted. After a waiting interval, it then checks if its whole
eviction set is still in cache by timing its own memory ac-
cesses to this set, thus detecting if the victim accessed any of
the cache lines of interest. For a conventional set-associative
cache, this is possible because of a fixed set-indexing, which
can be directly determined from the target address of interest.

HYBCACHE protects I-Domains from such attacks by dis-
abling the set-associativity of the reserved subcache entries
when they are used by isolated execution: when a memory ad-
dress is accessed by the isolated victim process, the cache line
will be stored in any entry chosen randomly from the whole
subcache and not from a specific set. The random replacement
policy for isolated execution ensures that any of the subcache
entries is chosen using a discrete uniform distribution, i.e.,
with an equal and independent probability every time, so the
attacker has no means of identifying deterministically and
reproducibly which cache set (or entry) will be used to cache
a particular memory access of the victim. In order to ensure
that a specific cache line of the victim is evicted, the attacker
can only evict all lines in the subcache, but s/he cannot se-
lectively evict a non-trivial subset of the victim’s cache lines.
Moreover, the set of the attacker’s cache lines which can be
evicted by the victim’s lines does not depend on the addresses
accessed by the victim (S2). As a consequence, attacks that
rely on these capabilities are no longer possible. This holds
whether the attacker process is running in an I-Domain or
NI-Domain, as long as the victim process is in an [-Domain
(Requirements R1 and R2).
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5.3 S3: Observable Cache Events

Software running in an I-Domain can only hit on cache lines
belonging to the same I-Domain. These cache hits generate
no changes to the cache state, thus, they are unobservable by
an attacker in a different I-Domain or in the NI-Domain.

Cache misses generated by software in an [-Domain evict a
random cache line, which may belong to a different I-Domain
or the NI-Domain. Malicious attacker code can then periodi-
cally observe how many of its lines are evicted and infer the
number of cache misses the victim process is experiencing.
The attacker can further use this information to infer the size
of the victim’s working set, i.e., the number of cache lines in
the subcache currently belonging to the victim.

This cache occupancy channel is the only side-channel
leakage that is not mitigated by the HYBCACHE construc-
tion, which is inherently available in any cache architecture
where the attacker and the victim processes compete for en-
tries in shared cache resources. It can only be effectively
blocked by strict cache partitioning, which we deliberately
do not provide in the HYBCACHE construction. This allows
different isolation domains to still compete for cache entries,
thus preserving maximum and dynamic cache utilization and
unaffected performance for non-isolated execution, as our per-
formance evaluation shows in Section 6.1. Note that, due to
S2, the information inferred by the attacker from observing
this remaining leakage, is effectively reduced to only knowing
the working set size at any point in time.

Leveraging this side channel to infer further information
and mount an attack in typical settings is not trivial. The vic-
tim may evict its own lines when it experiences cache misses
due to the random replacement policy. This would not effect
a difference in the cache state for the attacker, which compli-
cates the attacker’s bookkeeping. Moreover, observations are
severely hindered when any other software is concurrently
running besides the attacker and the victim processes. Finally,
standard software hardening techniques can be applied to
mitigate attacks to code implementations that are particularly
sensitive to this attack. Furthermore, exploiting this side chan-
nel to leak data has not been shown in practice. A recent
attack [67] leverages the cache occupancy side channel to
infer which website is open in a different browser tab (under
the strong assumption that no other tabs are open); however,
it does not leak any user data. Cache activity masking is
suggested as one of the countermeasures to the attack. Imple-
menting cache activity masking for HYBCACHE is feasible
and independent of our cache architecture.

Since the attacker aims to maximize its information and
cannot observe cache hits, s/he can attempt to evict all sub-
cache entries in order to maximize the number of misses expe-
rienced by the victim. As we discuss later, evicting the whole
subcache takes time for an attacker in either the NI-Domain
or in a I-Domain. An unprivileged attacker is unable to pause
the victim’s execution; thus, the attacker can only measure the



cache usage with limited granularity. However, a privileged
adversary, like a malicious OS in the case of an SGX enclave,
can stop and restart the victim arbitrarily and leverage tools
like SGX-Step [12] to observe the victim’s cache usage with
fine granularity. HYBCACHE does not mitigate such an attack
by construction. However, mitigating it is only possible by
strict cache partitioning and the resulting performance costs.
We emphasize that we make an intentional design decision
in HYBCACHE to allow isolation domains to dynamically
compete for cache entries for maximum cache utilization and
unaffected performance for non-isolated execution. A HYB-
CACHE construction that dynamically allocates a dedicated
subcache for each isolation domain would block this leakage
and mitigate attacks that rely on it.

Non-isolated Attacker Process. If the attacker process is
in the NI-Domain, in order to guarantee eviction of the whole
subcache it must fill up all ways in every cache set, includ-
ing the subcache ways. Therefore, the attacker process must
construct an eviction set that is as large as the entire cache
capacity. A typical data L1 cache holds 512 cache entries.
In our experiments, probing (accessing and measuring ac-
cess latencies) of 512 cache lines takes approximately 30 000
CPU cycles, i.e., a little over 8 ps.z For larger caches, such
as the LLC, it is not even feasible to mount Prime+Probe
attacks by probing the entire cache. The adversary is required
to pinpoint a few cache sets that correspond to the relevant
security-critical accesses made by the victim and monitor
these only [54].

Isolated Attacker Process. If the adversary is in a differ-
ent [-Domain than the victim process, it still cannot control
cache eviction of particular target addresses specifically. Both
attacker and victim processes are isolated and can only use
the subcache ways. Thus, an adversary aiming to perform
controlled eviction can only try to evict the entire subcache.
Because the subcache is fully-associative with random re-
placement, evicting the entire subcache requires an eviction
set much larger than the subcache capacity. We argue below
that this is not easier than probing the entire L1 cache (in
case the attacker is non-isolated), for instance, even though
the subcache is significantly smaller. Moreover, it can be only
guaranteed up to a certain level of probabilistic confidence.
This can be represented statistically by the coupon collector’s
problem, where coupons are represented by entries in the sub-
cache. Let Nyccesses e the total number of accesses needed
to evict all the subcache entries n and n; be the number of
accesses needed to evict the i-th way after i-1 ways have been
evicted. Both N, cesses and n; are discrete random variables.
The probability of evicting a new way becomes w The

2We ran this experiment on an Intel i7-4790 CPU clocked at 3.60 GHz.

expected value and variance of Njccesses are
2

V(Naccesxes) ~ % : n2

H,, denotes the n™ harmonic number. For n = 128 subcache
entries, an average of 695 memory accesses (each mapping
to a different 64B cache line) is needed to evict the subcache
with a variance of ~ 26 951. This is comparably more than
the 512 accesses required to probe the entire typical L1 cache
if the attacker process is not isolated (see above). Moreover,
with such a large variance, significant variations in the number
of Nyccesses required are expected from the mean E(Nyccesses)
every time this eviction process is repeated.

]E(Nuccessex) =n- Hn

6 Evaluation

Cache Size Associativity Sets
L1 64 KB 8-way associative 128
L2 256 KB 8-way associative 512
L3 4MB 16-way associative 4096

TABLE 1: Cache hierarchy used in our evaluation

Mix Components
pov+mct povray, mcf
lib+sije libquantum, sjeng
gob+mecf gobmk, mcf
ast+pov astar, povray
h26+gob h264ref, gobmk
bzit+sje bzip2, sjeng
h26+per h264ref, perlbench
cal+gob calculix, gobmk

pov+tmcf+h26+gob  povray, mcf, h264ref, gobmk
lib+sje+gob+mct libquantum, sjeng, gobmk, mcf

TABLE 2: Benchmark mixes used in our evaluation

HYBCACHE is architecture-agnostic and applicable to x86,
ARM or RISC-V. We performed our performance evaluation
of HYBCACHE on a gem5-based [9] x86 emulator. We evalu-
ated the hardware overhead for an RTL implementation that
we implemented to extend an open-source RISC-V processor
Ariane [62]. For our prototyping, we applied HYBCACHE to
L1, L2, and LLC. We describe our evaluation results next.

6.1 Performance Evaluation

To evaluate HYBCACHE, we chose eight mixes of programs
from the SPEC CPU2006 benchmark suite, which are used in
the literature’ [36,76], shown in the upper part of Table 2.

3 [76] also uses a ninth mix, dea+pov, which fails to run on gem5.
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Two-Process Mixes. In order to evaluate the impact of iso-
lating one process in the context of an SMT processor, we
configure gemS5 to simulate two processors connected to a sin-
gle three-level cache hierarchy, whose parameters are shown
in Table 1. The caches have the latencies used in [76].

For each mix, we first isolate one process, then the other,
and we compare the performance of those processes to a third
run in which neither process is isolated. We make either 2 or
3 of ways per set usable by the isolated execution processes.
The replacement policy for non-isolated processes is LRU.
Like in [76], we let gem5 simulate the first 10 billion instruc-
tions of each process in order to let the process initialize,
then we measure the performance of one additional billion
instructions. We measure the performance overhead as the
relative change in the instructions-per-cycle (IPC), i.e., the
ratio between instructions executed and CPU cycles required.
A positive overhead represents a decrease in performance.

Figure 4 reports the IPC overhead of each program when
running in isolation mode, while the other member of the mix
runs in normal mode, for 2 or 3 isolated ways. The geometric
mean of the positive overheads is 4.95% with 2 isolated ways
and 3.47% with 3 isolated ways, with maximum overheads
of 16% and 14% respectively for the cal+gob mix. For this
mix, the overhead is due to a significantly increased L3 cache
miss rate: the data miss rate jumps from 0.6% to 17.6%,
while the instruction miss rate increases from 2.1% to 9.0%.
The working set of calculix normally fits in L3 [36] but it
does not in the subcache, hence the higher overhead. Since
HYBCACHE is meant to protect only sensitive applications,
which can be expected to be short-lived and only constitute
a minority of the workload of a system, we consider those
overheads easily tolerable. Figure 5 reports the IPC overhead
for the member of the mix that is not isolated. In all cases the
IPC overhead is not positive, i.e., the IPC is equal or better
than the baseline, thus showing that HYBCACHE does not
degrade the performance of non-isolated processes.

Four-Process Mixes. To demonstrate scalability, we also

ran four-process mixes, shown in the bottom part of Table 2.

We configured gem5 with four cores; two cores share an L1
and L2 cache, the other two cores share one additional L1
and L2, while L3 is shared by all cores. Isolated execution
can use two ways per set. We isolated each member of the
two mixes (the first eight bars in Figure 6), while the other
three processes were running normally. Each isolated process
has an overhead similar to that reported in the two-process
mix experiments in Figure 4. Moreover, we also isolated two
processes in each mix (last two columns in Figure 6). In this
case, we measured increased overheads by up to 2 additional
percentage points due to the additional competition for the
subcache. However, those overheads are still easily tolerable
given the security benefits and that they are only incurred by
the isolated execution.
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FIGURE 4: IPC overhead of each isolated process when 2 or
3 ways are available to isolated execution. Each pair of bars
refers to a specific 2-process mix: the uppercase benchmark
is isolated and the other is not.
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Risolatea  NAND2X1 Gates Memory Overhead (Kb)

32 6114 0.34

64 12219 0.68

128 24563 1.3

256 48796 2.75

512 97830 5.5

1024 201792 11

2048 458300 22

TABLE 3: Logic and memory overhead estimates for fully-
associative lookup of 46-bit addresses for different numbers
of isolated cache ways (in any cache level).

6.2 Hardware and Memory Overhead

HYBCACHE requires additional hardware and memory for
the fully-associative lookup of the subcache entries. We im-
plemented the RTL for HYBCACHE and evaluated it for the
hardware overhead for different number of isolated cache
ways as shown in Table 3, irrespective of which cache levels
this is applied to. While the overhead of the additional hard-
ware is non-negligible, it is reasonable for a fully-associative
cache lookup. Nevertheless, it diminishes in perspective with
an 8-core Xeon Nehalem [1] of 2,300,000,000 transistors, for
example. The logic overhead of HYBCACHE for 2048 fully-
associative ways lookup is estimated at 1,833,200 transistors
(NAND2X1 count x 4) which is 0.07% overhead to the Xeon
Nehalem. For an 8-way 128-set cache, the memory overhead
in our PoC for fully-associative mapping is 7 additional tag
bits + 4 IDID bits per cache way. With respect to access la-
tencies, the exact timing latency of lookups will eventually
depend on the circuit routing but, in principle, for a paral-
lel content-addressable memory lookup (as in our hardware
PoC), accesses are performed in 2 clock cycles.

7 Discussion

Design and Implementation Aspects. HYBCACHE relies
on a random-replacement cache policy combined with full-
associativity to provide its dynamic isolation guarantees. The
implementation of the random replacement policy is dele-
gated to the hardware designer and considered an orthogonal
problem. Cryptographically-secure pseudo-random number
generators (CSPRNG) or even true hardware random number
generators can be used and the seed can be changed as often
as required. The output of the CSPRNG cannot be predicted
if it is seeded with secret randomness at the start of every pro-
cess. When the seed is changed, re-keying management tasks
such as cache flushing and invalidation for the re-mapping
are not required, unlike in recent architectures [63,74]. This
is because in HYBCACHE the randomness is only used for
selection of the victim cache line, and not for locating exist-
ing cache lines in the subcache. Furthermore, we emphasize

that CSPRNG design and implementations are an orthogonal
problem to our work.

The "soft" cache partitioning of HYBCACHE is a generic
concept and can be applied, in principle, to any set-associative
structure. In this work, we apply it to the L1, L2, and L3
(LLC) caches, but it can also be applied selectively to only
some of these cache levels or to the TLB as well, or to only
some cache levels in only one or more cores in a multi-core
architecture that become dedicated for allocating isolated ex-
ecution. The choice of which cache structures to apply this to
and how many ways to isolate in the subcache is delegated
to the hardware designer, given that it is a more complex de-
sign decision with other metrics and trade-offs that come into
play such as the size of the structure, power consumption,
and logic overhead. The power consumption and timing over-
heads associated with building and routing a fully-associative
cache lookup in VLSI are significant, but can be alleviated
by leveraging emerging hybrid memory technologies such as
DRAM-based caches [48] and STT-MRAM caches [30,31].
In practice, applying HYBCACHE to the LLC or larger caches
in general would be more expensive (in terms of hardware)
than L1 and L2 caches, and strict partitioning might be ap-
plied instead for the LLC. Nevertheless, HYBCACHE can
be, in principle, applied to sliced Intel LLCs. In each slice,
a number of cache ways (subcache) is reserved for isolated
execution. Any mapping from the IDID to the LLC slices
can be used, such that lines from a particular IDID are allo-
cated to a specific slice. Fully-associative lookups are thus
only be performed on the subcache portion of a single slice,
thus reducing the performance overheads and allowing scal-
ing to high-core-count processors. The slice-mapping would
be based only on the IDID, and thus it would not leak any
information about the data address or value.

Other design decisions in HYBCACHE include the number
of bits designated for IDID and thus the maximum number of
concurrent isolation domains supported (see Section 4.4). To
support more isolation domains (not concurrently) than the
hardwired maximum, the cache lines of one domain can be
flushed by the kernel or microcode at context switching while
the next domain is switched in and is re-assigned the available
IDID. Nevertheless, supporting too many isolation domains
will result in increased cache utilization, and the overall per-
formance will suffer. This is in line with conventional cache
behavior, but is aggravated in HYBCACHE because isolated
execution is only allowed to utilize the subcache portion.
However, this violates our working assumption A2 that only
the minority of the workload requires cache-level isolation.

We emphasize that cache-based side-channel leakage di-
rectly results from the design of the cache microarchitecture
and, thus, it is reasonable to investigate the fundamental mi-
croarchitectural designs of caches for upcoming processor
designs. While this does not address the problem for legacy
systems, it provides an exploratory ground of ideas for upcom-
ing processor designs. HYBCACHE is architecture-agnostic
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and can be integrated with any processor architecture (we
simulated it for x86 and implemented it for RISC-V). It is
also compliant with any set-associative cache architecture in-
dependent of its hierarchy and organization, and whether it is
virtually or physically indexed since no indexing is involved.

Intra-Process Isolation Support. HYBCACHE can also
be extended, in principle, to provide fine-grained run-time
configuration of the isolation domain within a process, e.g.,
between different threads within the same process. Besides
kernel support, this requires an instruction extension to en-
able isolation of particular code regions or threads to different
IDIDs or disable isolation altogether at run-time (reset its
run-time IDID to all-zero). However, this requires the devel-
oper to identify and annotate security-sensitive code regions.
Nevertheless, this is useful in practice since a process might
not require cache-based side-channel resilience for its entirety
but only for sensitive code such as cryptographic computa-
tions. This is a more generalizable approach that is easier and
more directly applicable than implementing leakage-resilient
variants for security/privacy-sensitive computations.

Deployment Assumptions. HYBCACHE assumes any TEE
or trusted computing environment that is leveraged in compli-
ance with their original design intent, i.e., that the much larger
portion of the execution workload is not security-critical and
only a smaller portion is security-critical and isolated in an
I-Domain (A2). Otherwise, if the workload is equally bal-
anced, the isolated execution subset would be restricted to a
smaller partition of the cache and would incur a more than
tolerable performance degradation especially if it is cache-
sensitive. For HYBCACHE to be optimally advantageous, the
workload distribution and allocation must be performed by
the administrator such that the right balance of overall security
and performance is achieved, as shown by the performance
results in Section 6.1.

8 Related Work

We describe next the state of the art in existing defenses and
their shortcomings that HYBCACHE overcomes.

8.1 Partitioning

Cache partitioning allocates to each process or security do-
main a separate partition of the cache, hence guaranteeing
strict non-interference. Both software-based [20, 40,51, 82]
and hardware-based [24,41,72,73] partitioning schemes have
been proposed in recent years, where partitioning is either
process-based or region-based.

Process-based partitioning. Godfrey [20] implements
process-based cache partitioning using page coloring on Xen,
which incurs a prohibitive performance overhead with increas-
ing number of processes. SecDCP [72] is a way-partitioning
scheme where each application is assigned a security class
and cache partitioning between the security classes is dynam-
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ically managed according to the cache demand of non-secure
applications. SecDCP is not scalable; selective cache flushing
and repartitioning is required if the number of security classes
exceeds that of allocated partitions and it may perform worse
than static partitioning. Furthermore, both schemes do not
support the use of shared libraries. CacheBar [82] periodically
configures the maximum number of ways allocated to each
process which unfairly impacts performance and cache uti-
lization, and does not scale well with the number of security
domains. DAWG [41] partitions the caches where different
processes are assigned to different protection domains isolat-
ing cache hits and misses. The aforementioned schemes incur
the performance overhead for the entire code, whereas HYB-
CACHE only enables side-channel resilience and the resulting
performance overhead only for the isolated execution.

Sanctum [14] protects TEEs by flushing private caches
whenever the processor switches between enclave mode and
normal mode and partitioning of the LLC and assigning to
each enclave a static number of sets. Sets allocated to an
enclave can be used exclusively by the enclave and cannot be
utilized by the OS. On the contrary, HYBCACHE allows for
a flexible and dynamic sharing of cache resources between
processes (thus improving performance), while preserving
cache side-channel resilience for isolated execution.

Many cache partitioning and allocation schemes [37,55,
64, 65,75] have been proposed that focus on cache alloca-
tion mechanisms aiming to improve performance for multi-
core caches. However, such schemes do not provide security
guarantees. HYBCACHE addresses the security/performance
trade-off by providing a configurable means to enable the side-
channel resilience only for isolated execution while providing
non-isolated execution with unaltered performance.

Region-based partitioning. These approaches split the
cache into a secure partition reserved for security/privacy-
critical memory pages and a non-secure partition for the
remaining memory pages. STEALTHMEM [40] uses page
coloring where several pages are colored and reserved for
security-sensitive data and they remain locked in cache. CAT-
alyst [51] leverages Intel’s CAT (Cache Allocation Technol-
ogy) [3] to divide the cache into secure and non-secure par-
titions and uses page coloring within the secure partition to
isolate different processes’ cache accesses to these pages.
PLcache [73] locks cache lines and allocates them exclusively
to particular processes such that the cache line can only be
evicted by its process. However, overall performance and
fairness of cache utilization are strongly impacted as the pro-
tected memory size increases in relevance to the total cache
capacity. Moreover, with PLcache an attacker process may
still infer the victim’s memory accesses by observing that it
is unable to access or evict cache lines (locked by a victim
process) from a particular cache set.

Cloak [24] uses hardware transactional memory, such as In-
tel TSX [2], to protect sensitive computations by pre-loading
the security-critical code and data into the cache at the begin-



ning of the transaction and any cache line evictions are de-
tected by the transaction aborting. Cloak incurs prohibitively
high performance overhead for memory-intense computations
and requires the developer’s strong involvement to identify
and instrument security-sensitive code and split it into sev-
eral transactions. Recent works have also explored the LLC
inclusion property for defense schemes such as RIC [39] and
SHARP [76]. However, both are architecture-specific, RIC
requires coherence protocol modifications and cache flushing
on thread migration, while SHARP requires modifications to
the clflush instruction. HYBCACHE, however, is architecture-
agnostic, and does not require cache flushing or modifications
to coherence protocols or the clflush instruction.

8.2 Randomization

Introducing randomization involves introducing noise or de-
liberate slowdown to the system clock to hinder the accuracy
of timing measurements as in FuzzyTime [32] and Time-
Warp [57]. These techniques can only defeat attacks which
rely on measuring access latency, but cannot prevent other
attacks such as alias-driven attacks [28]. They compromise
the precision of the clock for the remaining workload, thus
affecting functionality requirements.

RPCache [73] randomizes the mapping of all memory lines
of a protected application at a per-set granularity from their
actual cache set to a randomly mapped cache set, by using a
permutation table. NewCache [53] randomizes the mapping at
a per-line granularity using a Random Mapping Table. Both
RPCache and NewCache schemes do not scale well with
the number of lines in the cache (not applicable for larger
LLCs) and the number of protected domains. Random Fill
Cache [52] mitigates only reuse-based cache collision attacks
by replacing deterministic fetching with randomly filling the
cache within a configurable neighborhood window whose
size impacts the performance degradation incurred. It does
not scale well with an increasing TEE size.

Time-Secure Cache [69] uses a set-associative cache in-
dexed with a keyed function using the cache line address and
Process ID as its input. However, a weak low-entropy index-
ing function is used, thus re-keying is frequently required
followed by cache flushing which requires complex manage-
ment and impacts performance. CEASER [63] also uses a
keyed indexing function but without the Process ID, thus also
requiring frequent re-keying of its index derivation function
and re-mapping to limit the time interval for an attack. A con-
current work, ScatterCache [74], uses keyed cryptographic
indexing that depends on the security domain, where cache
set indexing is different and pseudo-random for every domain
but consistent for any given key. Thus, re-keying may still
be required at time intervals to hinder the profiling and ex-
ploitation efforts of an adversary attempting to construct and
use an eviction set to collide with the victim access of inter-
est. HYBCACHE, on the other hand, leverages randomization

by disabling set-associativity altogether and using random
replacement for isolated execution. Every given memory ad-
dress can be cached in any of the available subcache ways and
placement is random and unpredictable; it varies randomly
every time the same memory line is brought in cache.

9 Conclusion

In this paper, we proposed a generic mechanism for flexi-
ble and "soft" partitioning of set-associative memory struc-
tures and applied it to multi-core caches, which we call Hy-
BCACHE. HYBCACHE effectively thwarts contention-based
and access-based cache attacks by selectively applying side-
channel-resilient cache behavior only for code in isolated
execution domains (e.g., TEEs). Meanwhile, non-isolated ex-
ecution continues to utilize unaltered and conventional cache
behavior, capacity and performance. This addresses the persis-
tent performance/security trade-off with caches by providing
the additional side-channel resilience guarantee, and the re-
sulting performance degradation, only for the security-critical
execution subset of the workload (usually isolated in a TEE)
by eliminating the fundamental causes of these attacks. We
evaluated HYBCACHE with the SPEC CPU2006 benchmark
and show a performance overhead of up to 5% for isolated
execution and no overhead for the non-isolated execution.
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Abstract—Software vulnerabilities are one of the major threats
to computer security and have caused substantial damage over
the past decades. Consequently, numerous techniques have been
proposed to mitigate the risk of exploitation of vulnerable pro-
grams. One of the most relevant defense mechanisms is Control-
Flow Integrity (CFI): multiple variants have been introduced
and extensively discussed in academia as well as deployed in the
industry. However, it is hard to compare the security guarantees
of these implementations as existing metrics (such as AIR) do not
consider the different usefulness to the attacker of different basic
blocks, which are the fundamental components that constitute
the code of any application.

This paper introduces BLOCKINSULATION and CFGINSU-
LATION, novel metrics designed to overcome this limitation by
modeling the usefulness of basic blocks for an attacker trying to
traverse the program’s control-flow graph. Moreover, we propose
a new CFI policy generator, named NumCFI, which is orthogonal
to existing policy generators and prevents the attacker from
taking shortcuts from vulnerable code to a system call instruction.
We evaluate NumCFI, as well as a number of other CFI policy
generators, using BLOCKINSULATION, CFGINSULATION, and
existing metrics. Lastly, we describe L+TCFI, our implementation
that combines NumCFI and an existing label-based policy, with
a performance overhead of just 1.27%.

I. INTRODUCTION

Since their invention, computer systems have become re-
sponsible for increasingly complex tasks. As a result, computer
programs have become increasingly complex as well. Due
to this complexity and the presence of legacy code, most
modern software projects are plagued by several security
vulnerabilities. A number of approaches have been suggested
to find these security vulnerabilities, including software testing,
fuzzing, and formal methods. However, proving that software
is free from vulnerabilities is only feasible for small programs.
Thus, researchers have proposed a number of strategies that
aim to mitigate vulnerabilities in running programs.

These run-time mitigations are usually based on one of
two principles: either preventing the adversary from learning
some information that is necessary to perform an attack, or
inserting additional checks in the program to make an attack
impossible. An example of the former, which is currently
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deployed in most operating systems, is Address Space Layout
Randomization (ASLR) [37], which randomizes the memory
layout of a program and hides it from the adversary. An
example of the latter, also widely adopted in the software
industry, is Control-Flow Integrity (CFI) [2], which ensures
that a part of a program can only transfer control to a different
part if this transfer was intended by the programmer.

This paper is focused on CFI, whose main idea is to add
checks to all indirect control flow transfer instructions, i.e.,
machine instructions that transfer control to a dynamically-
computed address. CFI allows each of these instructions to
only transfer control to a subset of targets, according to a
control-flow graph (CFG). Since its introduction by Abadi et
al. in 2005 [2], CFI has been the focus of a large corpus
of research works. There are many variants with different
granularity and based on either hardware or software. Given
the number of different approaches, it is important to be
able to compare them in terms of both performance overhead
and effectiveness against memory-corruption attacks. While
there is a widely accepted metric to compare their perfor-
mance overhead, i.e., the run time overhead of the execution
of a standard benchmark, there is no single metric that is
widely recognized by the community to compare the security
protection provided by different approaches. The best-known
metric is Average Indirect-target Reduction (AIR) [55], which
is defined as the average reduction of allowed targets across
every indirect control flow transfer instruction (the higher the
better). However, AIR is not a good metric to compare different
policies [51], as most CFI papers that rely on AIR report
similar values greater than 99% [6]. Yet, even implementations
with very high AIR are still vulnerable [13], [21]: in other
words, missing even less than 1 percentage point in AIR is
enough to perform attacks. Hence, AIR is not a good instru-
ment to distinguish between and compare CFI approaches.
After AIR, a number of other metrics, including AIA [18],
QuantitativeSecurity [6], and CTR [34], have been proposed,
as we discuss in Section IX. However, they all share a major
shortcoming: they do not consider the usefulness of different
basic blocks to construct an attack, instead only considering
their quantity. Hence, there is a need for a new approach that
leverages not only local information regarding single basic
blocks, but also their position and connectivity in the full CFG.
In this paper, we introduce CFINSIGHT, a new CFI evaluation
methodology and framework that achieves that.

CFINSIGHT. A very important building block for a run-
time attack is the possibility to invoke a system call with
controlled parameters. This is useful, e.g., to start a new
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malicious process or to change the memory protection settings.
Performing a system call is also the only way to exfiltrate
files or further compromise the machine, and is used in real-
world exploits [10]. Hence, our CFI evaluation framework
CFINSIGHT is based on the assumption that the attacker found
a vulnerable basic block and wants to perform a controlled
system call. Usually, many blocks containing system call
instructions exist in the program: some are unreachable from
the vulnerable block, while others can be reached using a
number of different paths through the CFG. We construct a
novel metric, CFGINSULATION, which considers the number
and length of these paths from a basic block to a system call,
and quantifies how easy it is for an attacker to build an exploit.
We model a number of CFI policy generators: a theoretical
perfect one, generators based on matching function types or
number of arguments, and a generator that allows transfers to
any valid function. We show that we can apply CFINSIGHT
to the generated policies and compute their CFGINSULATION
to compare them, showing how CFGINSULATION allows to
distinguish between policies with very similar AIR.

NumCFI. Moreover, we leverage the data generated by
CFINSIGHT to define and evaluate a new CFI policy generator,
dubbed NumCFI. NumCFI assigns each basic block a tag,
which is the length of the shortest path from the block to a
system call instruction, and it enforces the property that a block
with tag ¢ can only call blocks with tag > t—1. In other words,
any attack that starts in a basic block and requires a system
call needs to go through as many basic blocks as the shortest
legal path from the starting node to a system call instruction;
the attacker cannot “take shortcuts,” but has to go through
the specified number of basic blocks instead. We show that
NumCFI has a comparable or better CFGINSULATION than a
type-based policy generator, and that combining them leads to
significant improvements over either one. We demonstrate that
this combination is practical with a prototype implementation,
which we call L+TCFI, and show that it has a very low run-
time overhead (1.27% on benchmarks of the SPEC CPU2017
suite).

Contributions. In this paper we make the following contri-
butions:

e We describe, design, and implement a novel CFI evalua-
tion framework, CFINSIGHT, based on measuring expres-
sive properties of the CFGs of real programs, instead of
simply counting reachable basic blocks. We plan to open
source CFINSIGHT so it can be useful to the community.

e We apply CFINSIGHT to better compare the relative secu-
rity characteristics of multiple state-of-the-art CFI policy
generators, using our new CFI metric, CFGINSULATION.
We compare CFGINSULATION with four existing CFI
metrics.

o We leverage the knowledge generated by CFINSIGHT to
define a new CFI policy generator, NumCFI, and show
that it significantly improves the security guarantees of
other widely used CFI policy generators.

o We design a generic CFI implementation, L+TCFI, which
can be used to enforce a combination of NumCFI with
a classic label-based CFI, and we show that it has a
very low run-time overhead (1.27% on benchmarks of
the SPEC CPU2017 suite).
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The rest of the paper is organized as follows: Section II
introduces a number of topics that are required to understand
the rest of the paper; Section III describes our approach and our
metrics; Section IV describes our analyzer, which computes
these metrics; Section V applies the analyzer to a number
of existing CFI policy generators and discusses the resulting
metrics; Section VI describes NumCFI; Section VII adds
NumCeFI to our analysis; Section VIII describes and evaluates
our CFI implementation L+TCFI; Section IX discusses related
works and Section X concludes the paper.

II. BACKGROUND

This section introduces control-flow graphs, run-time at-
tacks and control-flow integrity.

A. Control-Flow Graphs

A control-flow graph (CFG) is a directed graph repre-
senting the control flow of a program. It consists of nodes,
which represent the basic blocks in the program, and edges
representing legal transitions from one basic block to another.
A basic block is a contiguous sequence of instructions that does
not have any internal branch: branch instructions can only be
the last instruction of a basic block, and instructions targeted
by a branch can only be the first instruction of a basic block.
CFGs (and the basic blocks they contain) are a popular abstrac-
tion used to analyze computer programs. However, generating
CFGs is not trivial. They can be generated either statically or
dynamically. Static generation leverages compiler passes (or
an equivalent for binaries) to decide based on the observed
instruction whether a new basic block is formed or if there is a
transition from one basic block to another. These transitions are
caused by branches. Determining all the possible destinations
of a branch is hard in practice, as a common construct
used in programs are indirect jumps. Indirect jumps get their
target from a register, hence, this target cannot be resolved
statically in the general case, but only approximated. While
modern techniques like symbolic execution can help to solve
this problem, the generated CFG is still an approximation in
practice. In contrast, dynamic approaches monitor the behavior
of the program at run time. Hardware features like Intel PT
or debugging functionality allow to extract the actual targets
of indirect jumps. Nonetheless, this approach also cannot fully
solve the problem, as dynamic approaches can only monitor
the control flow for taken branches. Since the information
observed depends on the program’s input, a large set of inputs
might be needed to generate a close-to-perfect CFG, which can
be achieved through the use of automated testing (fuzzing) or
a test suite.

B. Run-time Attacks

Run-time attacks have been a persistent threat for modern
computing platforms for more than three decades. These
attacks exploit vulnerabilities in software to achieve arbitrary
code execution. Memory corruption attacks have a long-
standing history. The very first attacks exploited buffer over-
flows in memory to inject new code into the data section and
execute it later, which effectively added a new node to the
CFG. However, these attacks were still primitive, and easy to
mitigate. By introducing a write-xor-execute (W®X) policy,
attackers could no longer inject executable data, stopping



code injection attacks altogether. This mitigation has been
deployed broadly, and is most prominently known as Data
Execution Prevention (DEP). Although this mitigation raised
the bar, attackers found new strategies to bypass these defenses
using more sophisticated attacks that do not add nodes to the
CFG, but add new paths between existing nodes, hence called
code-reuse attacks. Code-reuse attacks can be categorized
into full-function reuse attacks (e.g., return-to-libc [49]) and
return-oriented programming (ROP) [45], [9]. ROP uses small
sequences of instructions to form gadgets, which can be used
as building blocks to mount a more complex attack or achieve
Turing-complete computation. While simple defenses like
Address-Space Layout Randomization (ASLR) were deployed
in real systems, ROP remains challenging to prevent, especially
since code-reuse attacks can be combined with information
leakage (e.g., the JIT-ROP attack [48]). These enhanced attacks
spawned advanced defenses both in hardware and software.
Prominent examples of defenses are Control-Flow Integrity
(CFI) [2], [12], [19], [3], Code-Pointer Integrity (CPI) [28],
or sophisticated randomization techniques [11], [48]. Some
defenses are already deployed in products, e.g., Microsoft’s
Control-Flow Guard (CFGuard), Clang’s CFI [30] which is
used in Google Chrome, Intel’s Control-flow Enforcement
Technology (CET) [25] and ARM’s Pointer Authentication
(PAC) [41]. Due to the progressive adoption of some of these
defenses, a more advanced type of attack has been introduced
in the academic world. In a Data-oriented Programming (DOP)
attack [24], [26], non-control data is manipulated to reuse
valid paths under CFI to achieve Turing-complete computation.
While schemes like Data-Flow Integrity [8], [50] solve this
theoretically, they come at a significant performance and
hardware overhead. As a result, solving this problem remains
challenging in practice.

C. Control-Flow Integrity

Control-Flow Integrity relies on the fact that most functions
in a program only call a very limited subset of the other
functions. Given a CFG of a program, a CFI implementation
instruments the code such that only these transfers are allowed,
and any attempt to deviate from the CFG is detected. Only
function calls that compute their target at run time, i.e.,
indirect function calls, are potentially vulnerable and need to
be instrumented; direct function calls have a hard-coded target
that cannot be changed at run time. A context-insensitive CFI
policy specifies, for every indirect function call site, which
other functions can legitimately be called from that site. A
context-sensitive CFI policy considers not only the identity of
the call site and the callee, but also other criteria, like the
value of a variable or the top of the call stack, in order to
decide whether an indirect call is legal. Moreover, the call to
a function (forward edge) is not the only one that needs to be
protected, the return (backward edge) needs it too [7], e.g., in
the form of a shadow stack [5], a data structure keeping secure
copies of return addresses.

Deploying CFI poses a number of challenges. One such
challenge is overapproximation of the allowed control flow
transfers, which is mostly introduced in the name of perfor-
mance. A precise run-time instrumentation needs to check if
a specific target is allowed for the specific caller, which can
be relatively slow. Thus, most CFI policy generators introduce
overapproximations in order to streamline the checks and make
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Fig. 1. A CFG for a simple program with a corruptible pointer.

them faster. A common method to simplify CFI checks is
to assign a single numeric label to every indirect caller and
callee and check that the label of the caller matches that of
the callee. This effectively splits the nodes into equivalence
classes, one for each label, and allows the run-time check to
be a simple (and fast) integer comparison. As an example, a
CFI implementation can label functions according to the return
type and type of the parameters [38]. However, it introduces
overapproximation because unrelated nodes need to have the
same label in order for the scheme to work, i.e., it is not
possible to distinguish between targets in the same equivalence
class. This overapproximation has been shown to be sufficient
to attack protected programs [13], [17]. In practice, most
of the deployed CFI implementations use either type-based
policies [30] or simple heuristics, like checking whether the
callee address is the beginning of a function [32].

A recent trend is to add hardware support for CFI [25],
[29], improving performance and providing better integrity
protection for the CFI mechanism itself.

III. CFINSIGHT

We begin our description of CFINSIGHT by looking at
the sample CFG in Figure 1. In this program, basic block
C contains a function pointer p which can be corrupted by
the adversary. The adversary can leverage this vulnerability to
launch a code-reuse attack, and wants to reach block S, which
contains an invocation to the system call mprotect. If the
adversary can reach this block and control the parameters to
the system call, it is trivial to disable memory protection and
then perform a classic code injection attack. If the program
is not protected by CFI, the adversary can simply redirect the
control flow to block S using edge (0) and then perform the
rest of the attack. However, if the program is protected by CFI,
only CFG edges allowed by the CFI policy can be followed;
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as a result, the attacker is limited to these allowed edges. In
the case of a perfect CFI policy (which only allows black
solid edges from Figure 1), the only path to S goes through a
complex function, which we assume to be implemented with
secure programming techniques: as a result, it is likely that the
attacker can only invoke the system call using safe parameters
and, hence, cannot launch the attack.

Real-world CFI implementations, however, are not perfect,
as we mention in Section II-C, and often use overapproximated
policies, i.e., they allow edges that should be forbidden.
The impact of this overapproximation on the security of the
program depends on which illegal edge is incorrectly allowed.
As an example, if edge (D) is allowed, the adversary gains no
advantage, since the only path to S still goes through the safe
function. If one of the edges @ and @ is included, the attacker
can instead jump to J or G and follow more nodes until the
control flow reaches S.

From the perspective of existing metrics, like AIR [55],
AIA [18], or CTR [34], a policy that includes edge (D is
equivalent to one that includes edge (2), or one that includes
(@), as they allow the same number of edges starting from
C. However, they are not equivalent in practice. If only (1
is allowed, the attacker has no advantage over a perfect CFI,
since there is no additional path to S. If only (2) is allowed,
the attacker has a substantial advantage: the attacker can jump
to J and then follow the flow to M and S. Lastly, if only () is
allowed, the attacker still has an advantage, but smaller than the
previous case: The attacker must jump to G and try to follow
the chain all the way to S. In order for this to be successful,
the adversary needs to ensure that the desired branch to K is
taken in G, instead of the branch to H (similarly in K, with the
branch to M). Which branch is taken depends on a condition,
which could be out of the attacker’s control.

The purpose of CFINSIGHT is to compare CFI policies
considering their graph structure and connectivity. We focus
on context-insensitive CFI policies, since most CFI policies
deployed in practice fall in this category [2], [30], [25];
however, our approach can also be applied to context-sensitive
CFI policies, as we discuss in Section IV-D. For each indirect
function call, we measure the quantity and length of possible
paths that lead to a system call instruction.

In the following, we first describe our threat model, then
we explain how our metric is defined and how we compute it.

A. Threat Model and Assumptions

With CFINSIGHT we aim to model how most run-time
attacks start in the real world. Thus, we make the following
assumptions about the victim program and the capabilities of
the adversary:

AQ The adversary wants to attack a vulnerable program.
More concretely, the goal of the adversary is to invoke a
system call with controlled parameters, e.g., to start a new
malicious process or to change the memory protection
settings. Performing a system call is the only way to
exfiltrate files or further compromise the machine, and
is used in real-world exploits [10].

A1 The adversary has access to a vulnerability in the program
that allows arbitrary read operations to readable memory
and arbitrary write operations to writable memory.
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A2 The adversary can leverage the arbitrary write primitive
to corrupt the memory such that an indirect call will be
redirected to an unintended target. As an example, this can
be done in the presence of a buffer overflow vulnerability.
The adversary can corrupt pointers and hijack the control
flow multiple times. If a CFI policy is in place, all of the
hijacked calls need to comply with the CFI policy.

A3 We assume W@X (see Section II-B) to be in place
and working, i.e., the adversary cannot overwrite the
application code or inject new code.

A4 We assume that a shadow stack implementation [5], or
equivalent, is deployed on the victim, hence, the attacker
cannot target the function returns. Protecting function re-
turns is a very different problem than protecting function
calls, and this paper is focused on the latter.

A5 We assume the adversary to be able to bypass any
randomization-based defense in use, e.g., ASLR; thus, we
do not consider them in our model.

A6 In principle, our approach can be applied to any operating
system. However, a number of low-level details differ
between them. Hence, we focus on Linux, in line with
related work [6], [7], [16], [17].

A7 We expect the victim program to be built using the current
best practices for Linux software, e.g., full RELRO [47],
which makes the Procedure Linkage Table (PLT) read-
only. Thus, the attacker cannot overwrite PLT entries.

B. Our Observations: Single-Node Metric

In CFINSIGHT, we aim to define quantifiable properties
of a graph that measure how easily an attacker can build a
successful attack. We begin by considering a given node in the
CFG that calls a vulnerable code pointer, and a specific system
call site the adversary needs to reach. To reach this goal, the
adversary needs to follow a number of CFG edges, which
need to be legal according to the current CFI policy. Let us
consider one such path. Each basic block on this path contains
machine instructions, which perform a number of operations,
and ends with a (possibly conditional) branch instruction. As
a result, traversing each basic block poses two challenges for
the adversary. First, if the branch is conditional, the adversary
needs to make sure the value of the branch condition is true if
the branch is to be taken, or false otherwise. Second, the code
in the basic block often writes data to memory or to a register;
this might overwrite some data the adversary prepared for the
attack, e.g., a parameter of the system call or the operand of
a branch condition. Our first observation follows:

O1 The more basic blocks an attack needs to traverse, the
harder the attack is.

However, there usually are multiple paths between a node
and a system call site. The attacker only needs one path that
supports an attack, and hence:

02 The more paths are available for an attack, the higher the
likelihood that at least one of them is viable for the attack.

We leverage these observations to build our metric to
measure the effectiveness of CFI policies. As a first approxi-
mation, our metric is the ratio between the length of paths to
any system call, and the number of these paths. Our metric
is directly proportional to the length of the paths, due to



Observation Ol, and inversely proportional to their number,
due to Observation O2; higher values of the metric indicate
that the attack is harder. However, this approximation needs to
be refined to be applicable in practice. First, there are multiple
paths of varying lengths starting in a given node and ending in
some system call site; since it is not computationally feasible
to examine all paths in a complex CFG, we consider instead
the lower bound of their lengths, i.e., the shortest path from the
node to any system call. Second, it is also infeasible to know
the exact number of paths from a given node to a system call;
a useful approximation is to consider the number of linearly
independent paths, which can be computed efficiently’.

The result is our metric that quantifies the difficulty of an
attack starting in a basic block b and reaching any system call
site. We call this metric BLOCKINSULATION(b) and we define
it as:

length of shortest path b — syscall
Ne linearly independent paths b — syscall

If there is no path between b and any system call site,
we define BLOCKINSULATION(b) = oo, since any attack is
impossible in this case.

C. Whole-Program Metric

In general, considering the whole distribution of values
of BLOCKINSULATION of all basic blocks gives the most
complete picture. However, it can also be useful to define
a single numeric metric to summarize the distribution of the
BLOCKINSULATION. Simply averaging the values is imprac-
tical, since the metric we defined can assume values from ~ 0
to oo. We instead decide to take the median value of the
distribution, which is often a finite value. If more than half of
the values are co and the median is infinite, we instead take the
maximum finite value. A greater value of CFGINSULATION
indicates a program that is harder for an attacker to exploit.

CFINSIGHT leverages this new metric to compare the
security guarantees of different CFI policy generators.

IV. CFINSIGHT ANALYZER

In the previous section we introduced a metric to measure
the security guarantees of a CFI policy. In Figure 2 we show
the overall design of the analyzer we designed to compute this
metric. Each component is described in detail below.

A. CFG Generation

In order to compute our metric for a program we need
its CFG. As we explain in Section II-A, there are two main
approaches to generate a CFG: either through dynamic or
static analysis. Both approaches have different advantages and
limitations. While we consider the problem of enhancing CFG
generation techniques to be orthogonal to the scope of this
paper, the quality of our analysis does depend on the quality
of the CFG it uses. Hence, we leverage both approaches: we
trace a number of executions of the program on a set of inputs
and we also perform a static analysis of the program.

I'The number of linearly independent paths in a graph, also known as Mc-
Cabe’s cyclomatic complexity [31], can be easily computed as |E| — |N| + 2,
where |E| is the number of edges and |N| the number of nodes of the graph.

Program Source Code
Inputs Program Binary
'd N F t N\
Dynamic Static lilr,lc zon
Analyzer Analyzer A ylp
L ) \_Analyzer |
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Unified CFG .
Information
[ Overapproximated CFG Generator ]
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Fig. 2. Architecture of the CFINSIGHT analyzer.
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Fig. 3. Depending on the target of the jump instruction in block C (dashed
blue edge), two different pairs of basic blocks are generated: A+B or D+E.

We then combine the CFGs generated by these tools into a
single unified CFG for the program under analysis. Combining
multiple CFGs is not trivial, since different tools can split
a binary into different sets of basic blocks. As an example,
Figure 3 shows two different CFGs generated for the same
program. Assume that the jump instruction in block C can
legally jump to either insn2 or insn4, and that different tools
generate CFGs which only contain one of these edges each.
As a result of the different edges, in the CFG on the left the
code is split resulting in blocks A and B, while in the CFG
on the right the split results in blocks D and E.

While it is easy to determine whether an instruction termi-
nates a basic block (any branch instruction does), determining
where a basic block starts is more complex. By definition, a
basic block is a sequence of instructions that will be always
executed one after another. Since the tools often generate dif-
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Fig. 4. Merging the graphs of Figure 3. Left: decomposition of the basic
blocks in single instructions. Right: recomposed basic blocks.

ferent sets of edges, and since the way instructions are grouped
into blocks depends on the known edges, different tools (and
concrete executions on different inputs) often produce different
basic block sets for the same instructions.

We address the problem by splitting all basic blocks into
instructions, building a list of all edges on the instruction level
(see left side of Figure 4). We then find the new basic block
boundaries based on all known edges for the program (right
side of Figure 4), thus generating a unified CFG.

In order to make the next steps more straightforward, we
add an additional node to the CFG, called target, which sym-
bolizes the attacker’s goal. In our attacker model (Assumption
AQ), the adversary’s goal is to reach a system call, so we add
an edge from any block containing a system call to target.

B. Overapproximating the CFG

Once we obtain a unified CFG for a program, we need to
model the effect of the various CFI polices on the program. As
we mentioned in Section II-C, CFI policy generators introduce
overapproximations in order to simplify their construction or
improve their performance. For each generated CFI policy p,
we model its effect on a program’s CFG and generate a list
of edges that are not present in the CFG but are allowed by
the policy. We then add these edges to the original CFG and
generate G?, i.e., the graph of all allowed control flow transfers
under policy p.

We model a number of CFI policy generators used in
widely deployed mitigation schemes, as well as the lack of

SoFCFI a CFI policy generator that allows all functions to
be the target of any indirect function call, similarly to
what can be done with Intel CET [25];

TypeCFI a CFI policy generator that only allows indirect
function calls if the type signature of the callee matches
the type expected at the caller side, like RAP [38];

NumArgCFI a simplified variant of TypeCFI, which only
checks that the number of arguments of the callee matches
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the number provided at the caller side. This policy gen-
erator is an idealized version of TypeArmor [53];

NoCFI the absence of CFI can be modeled by a policy that
allows each indirect call site to call any other basic block?
in the binary.

In order to compute SoFCFI, we only need the addresses of
the functions, which we can extract from the symbols in the
binary. For TypeCFI and NumArgCFI, we additionally need
type information. We extract the types of functions from the
debug symbols, while we leverage a custom compiler pass to
extract the expected function type at the indirect call sites.

C. Computing Our Metric

Once we generate the overapproximated graph GP for a
policy p, we can use it to compute BLOCKINSULATION (see
Section III-B). The first step is to compute, for every indirect
call site b, the subgraph containing all paths to target (see
Section IV-A). Since we are only interested in nodes that have
a path to target, i.e., its ancestors, we focus only on them
for efficiency reasons. We compute the set of ancestors by
performing a depth-first search, starting in target, in a copy
of the graph where all edges are reversed. Afterwards, for
each indirect call site b, we perform a depth-first search, only
considering the ancestor nodes we found before. The nodes
found in this search compose the subgraph we wanted to build.
After this subgraph is known, our metric can be computed in
a straightforward manner.

The naive representation of the GP graphs in memory
is challenging, since naively representing some CFI policies
requires a large number of edges. As an example, in NoCFI,
any indirect call site can transfer control to any basic block (see
Section IV-B), which produces |I| x | N| edges for a CFG with
|7 indirect call sites and |N| basic blocks. In order to produce
a more tractable representation of this graph, we introduce a
synthetic node, called any. We then create an edge + — any for
every i € I, and an edge any — b for every b € N. This leads
to a graph with the same connectivity, with only |I| 4+ |N]|
edges, which is a substantially lower number. However, if
not accounted for, this optimization would lead to different
result for our metric. Hence, while computing our metric in
the presence of synthetic nodes, we take this difference into
account, in order to compute the value the metric would have?
in the naive version of the graph.

D. Extensions and Discussion

The framework is built in a modular way and it can easily
be extended. For example, an analyst can add an additional
CFG generator, mark further blocks as the attacker’s target, or
model a new CFI policy generator. In particular, CFINSIGHT
can also be extended to consider a context-sensitive CFI policy
(see Section II-C). Representing a context-sensitive CFI policy

’In a variable-length instruction set like x86, in the absence of CFI, the
attacker can also jump in between instructions; we do not consider this in our
model, since the adversary does not need this possibility to very easily reach
a system call (without CFI).

3A synthetic node with i incoming and j outgoing edges represents the
fact that each of these 7 predecessors can reach any of the j successors. As
a result, these 7 + j edges in the graph actually represent ¢ X j edges. We
then adjust the edge count by adding ¢ x j — (¢ + j) and the node count by
subtracting one.



requires having multiple nodes in the CFG for the same basic
block, one for each context. Our methods can then be applied
to this extended CFG.

In the presence of a multi-threaded application, CFIN-
SIGHT considers each thread separately. As a result, it does
not directly model an attack where two or more threads
are exploited at the same time and collaborate to perform a
system call. However, in this case, we focus on the thread that
performs the system call. Its control flow needs to reach a
system call site, starting from a legitimate block; as a result,
our analysis still applies.

V. CFINSIGHT: IMPLEMENTATION AND RESULTS

In this Section we describe our CFINSIGHT implementa-
tion and we present its results.

A. Analyzer: Implementation Notes

We implemented our prototype of the CFINSIGHT analyzer
as a number of Python scripts, totaling approximately 4 000
lines of code.

We compile all binaries with the Clang compiler (version
11.0.1), which we extend with a custom IR pass to pro-
duce a list of expected function types at indirect call sites
(see Section IV-B). For our static analysis we use the angr
framework [46], which can generate the CFG of a program
using static analysis and symbolic execution. For our dynamic
analysis we choose CFGgrind [43], a Valgrind-based tool that
dynamically records control flow transitions as they happen
during program execution. In angr, we generate both a fast and
an emulated CFG, while in CFGgrind we generate a separate
CFG for every input file; all of them are then combined into
a unified CFG, like we explain in Section IV-A. We extract
the function types for TypeCFI from DWARF debug symbols,
which encode the types of the functions (together with other
information) in the binary itself. We decode this data in our
DWAREF parser, which is based on pyelftools [4]. We also
retrieve the detached debug symbols for the system libraries
from the Debian package manager, then we decode them with
our DWARF parser.

The most processing-intensive part of the analysis pipeline
is the evaluation of the metrics on an overapproximated graph.
Since this evaluation is mostly independent for each basic
block, we split the work between multiple threads (up to the
number of CPU cores available), while the main thread is
responsible for collecting the results.

B. Results

In this section, we report the results of our CFINSIGHT
framework on state-of-the-art CFI policy generators. In Sec-
tion VII, we compare these metrics with our novel CFI policy
generator NumCFI as well.

Experimental setup. In order to test CFINSIGHT and to
compare different CFI policy generators, we compute our
metrics for a number of benchmarks. From SPEC CPU2017,
the most recent version of a widely used benchmarking suite,
we select all benchmarks written in C, G+, or a mix of
the two, in their speed variant. For each benchmark, we
statically generate its CFG with angr and we use CFGgrind
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Fig. 5. CDF of the distribution of BLOCKINSULATION of basic blocks
containing indirect calls, under different CFI policies.

to dynamically trace the execution; we use all input files that
compose the three SPEC workloads (test, train and refspeed).
Moreover, we prepare our own benchmark of the web server
nginx [1]: as inputs we use the official nginx test suite, which
is composed of 388 different configurations. We ran all tests
on a machine running Debian Sid, last updated in April 2021,
with a 32-core Intel Xeon Silver 4110 processor and 128 GB
of RAM.

BLOCKINSULATION. We evaluated BLOCKINSULATION for
every indirect call site in our benchmarks under four CFI
policy generators: NoCFI, SoFCFI, NumArgCFI, and Type-
CFI (in increasing order of strictness; we define them in
Section IV-B). In Figure 5, we visualize the distribution of
these metrics by plotting the Cumulative Distribution Func-
tion (CDF) of the BLOCKINSULATION over all indirect call
sites in all of our benchmarks*. Each point with coordinates
(z,y%) in these curves means that y% of the blocks have a
BLOCKINSULATION < z. Since greater values of BLOCK-
INSULATION indicate that attacks are harder to perform, a
curve that is lower and to the right of the figure indicates a
more secure CFI policy generator. As expected, the least secure
policy generator is NoCFI, followed by SoFCFI, NumArgCFI,
and lastly TypeCFIL.

CFGINSULATION. While we stress that a CDF of BLOCK-
INSULATION (like Figure 5) is the most complete way to
compare different policies, it is often useful to summarize
the results into a simpler numeric metric, which we introduce
in Section III-C. We define CFGINSULATION as the median
BLOCKINSULATION value for the indirect call sites of a
program (or the maximum finite value if the median is infinity).
Figure 6 shows the values of this metric for all benchmarks
we consider. For all benchmarks, the CFGINSULATION values
are in the expected order (TypeCFI, NumArgCFI, SoFCFI,
NoCFI). TypeCFI improves the CFGINSULATION by 3 to 7
orders of magnitude compared to NoCFI, by 1 to 5 orders
of magnitude compared to SoFCFI, and up to 3 orders of
magnitude compared to NumArgCFI.

4The graphs only show data about the main binaries. Our model also
considers the dynamic libraries, but we only use the information that can
be extracted from their binary and debug symbols, since compiling libraries
such as libc is a very complex process.
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TABLE 1. COMPARISON OF CFI POLICY GENERATORS USING EXISTING METRICS AND CFGINSULATION.
CFI policy generator mean(fAIR)*  mean(fAIA)f sum(iCTR)T  geomean(QS)*  total CFGINSULATION*
NoCFI 0.00000% 6023518.4 324855240247 0.00000020 3.348766 - 10710
SoFCFI 99.94011% 4504.8 406122077 0.00040833 1.154559 - 1077
NumArgCFI 99.99284% 584.6 59811668 0.00233956 1.644561 - 1076
TypeCFIl 99.99720% 228.1 29684972 0.05289177 3.712601 - 1073
* Higher is better. T Lower is better.
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Fig. 6. CFGINSULATION for each benchmark we consider.

Other metrics. In order to validate our findings and compare
the results with other existing metrics, we compute a number
of CFI metrics over the same CFGs. Specifically, we compute:

e fAIR, the forward-edge variant of AIR [55]: the average
reduction in the number of allowed target for every
indirect function call (higher is better);

e a forward-edge variant of AIA [18] which we dub fAIA:
the average number of allowed targets for every indirect
function call (lower is better);

e iCTR [34]: the sum of the number of allowed targets for
every indirect function call (lower is better);

o QS (QuantitativeSecurity [6]), the product of the number
of equivalence classes and the inverse of the size of the
largest class (higher is better).

We compute all of these metrics for each of our bench-
marks. Since the metrics are defined in different ways, we
use different mathematical functions to summarize them. fAIR
and fAIA are defined as arithmetic means; hence, we report the
arithmetic mean of the individual results from the benchmarks.
iCTR is defined as a count, so we report the sum of the single
results; QS is a ratio, so we report its geometric mean. These
values, along with CFGINSULATION, are shown in Table I
The metrics confirm that TypeCFI offers more security than
NumCFI, which is better than SOFCFI and NumArgCFI. In
Section VII we extend this analysis with our novel CFI policy
generators NumCFI.
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VI. NuMCFI

We mentioned earlier that existing CFI metrics, like AIR,
consider basic blocks with the same label equivalent to each
other, leading to the division of basic blocks in equivalence
classes. Our answer to this shortcoming is to propose CFIN-
SIGHT, which analyzes a CFI-protected program in terms of
how easy it is for an attacker to reach a system call instruction.
The core insight is that a node that is close to a system call
instruction (e.g., node J in Figure 1) is more useful to an
attacker than farther nodes (e.g., node G). The same insight
can be applied to produce a novel CFI policy generator as
well, which led us to the definition of NumCFI.

The idea of NumCFI is to assign each basic block a tag,
which is the number of basic blocks on the shortest path
from the block to a system call instruction. As an example,
Figure 7 shows the tags that NumCFI assigns to the program
in Figure 1, assuming the path within Complex Function to be
10 blocks long. At run time, we enforce the property that the
tag can decrease by at most 1 for every call, i.e., a block b can
call a block c only if their tags t;, t. satisfy this property:

te >ty —1 ey

This prevents the attacker from “taking shortcuts” when
planning an attack, i.e., if the attacker wants to hijack the
control flow in a block with tag t, the attack chain needs to
go through at least ¢ blocks before it reaches a system call



int (*p) (int);
p(42);

= D
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mprotect();
Complex Function

(safe)

Fig. 7. The same program of Figure 1, with the NumCFI tags for each block
in the blue circles. In this example we assume the path through the Complex
Function to be 10 blocks long.

instruction. Every basic block with no path to a system call
instruction receives a special tag oo, which only allows it to
transfer control to other blocks with the tag co. NumCFI can
also be combined with an orthogonal CFI policy generator
based on labels, e.g., TypeCFI. We name this combined policy
generator Num+TypeCFIL.

An interesting consequence of deploying NumCFI is that
it allows security analysts to focus their attention on a small
number of basic blocks with a low tag value, since they are
the blocks that the adversary might use to mount an attack.
Blocks with higher tag values can receive less attention, since
they would require long attack chains; blocks with tag oo
can be outright ignored, since they cannot reach system call
instructions at all.

Below, we discuss how NumCFI prevents the nginx at-
tack described in [17]. We then describe how NumCFI and
Num+TypeCFI compare with other policy generators in Sec-
tion VII. Lastly, we write an implementation of Num+TypeCFI
and we evaluate its performance overhead in Section VIII.

Case Study: Nginx. Farkhani et al. [17] construct an at-
tack on nginx, protected by type-based CFI implementation
RAP [38] The attack leverages a collision between func-
tions with the same type. Specifically, the code of function
ngx_worker_process_exit contains an indirect func-
tion call to a function that takes no arguments. The attack
leverages this fact to hijack the control flow and call a different
function, ngx_master_process_cycle, which also takes
no arguments; from there, the control flow eventually reaches
an invocation of the system call execve. We applied NumCFI
to nginx 1.16.1 compiled for x86_64 Linux and we verified
that the tags of these two basic blocks differ by more than
1, i.e., Equation (1) is not satisfied and this control flow is
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Fig. 8. CDF of the distribution of BLOCKINSULATION of basic blocks

containing indirect calls, under different CFI policies.

disallowed. Hence, NumCFI protects nginx from the attack
described in [17].

A downside of all CFI implementations is that, if a valid
edge is missing in its input CFG, attempting to follow that
edge in the program will lead to a false-positive CFI violation.
For example, the authors of RAP [38], encountered missing
edges caused by incorrect type signatures in the source code
of programs. The issue of missing edges also presents itself
in NumCFI. The root cause of this issue is the well-known
difficulty of generating a precise CFG of a program. While
improving CFG generation techniques is outside of the scope
of this paper, there are ways to mitigate this issue. First,
one can combine multiple CFG generation approaches. In our
prototype implementation of CFINSIGHT, we combine angr
and CFGgrind as representatives of static and dynamic analysis
tools. However, any other more advanced static analysis tool
can be used as well. The dynamic analysis can be improved
by increasing the number and quality of the input files. Good
software engineering practices recommend the presence of a
test suite which is as thorough as possible. As a result, tracing
the execution of this comprehensive test suite ensures that
any tested functionality is covered in the generated CFG. The
coverage generated by the test suite can further be improved
with other techniques such as fuzzing. Finally, if the core
functionality of the program is covered by tests, any false
positive that is still present is by definition only incurred in
rare circumstances. These false positives can then be manually
addressed just like any other rare bug.

VII. CFINSIGHT: COMPARISON OF NUMCFI

In this section, we extend the results of Section V by
considering NumCFI as well. We use the same experimental
setup and benchmarks we describe in Section V. Due to an
imperfect CFG generation, for some indirect call sites we do
not know of any legal outgoing edge: in order to ensure a fair
comparison between policy generators, we omit these nodes
from the following analysis.

In addition to the existing CFI policy generators (TypeCFlI,
NumArgCFI, SoFCFI, NoCFI), we analyze NumCFI, our new
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TABLE II

COMPARISON OF NUMCFI WITH OTHER CFI POLICY GENERATORS USING EXISTING CFI METRICS AND CFGINSULATION.

CFI policy generator mean(fAIR)* mean(fAIA)} sum(iCTR)T geomean(QS)*  total CFGINSULATION*
NoCFI 0.00000% (7) 6023518.4 (7) 75153429826 (7)  0.00000020 (7) 3.348766 - 1071° (7)
SoFCFI 99.94011% (6) 4504.8 (6) 83776616 (6) 0.00040833 (6) 1.161153 - 107°7 (6)
NumArgCFI 99.98757% (4) 1039.4 (4) 22424457 (4)  0.00197575 (4) 1.647973 - 10796 (5)
TypeCFI 99.99498% (3) 390.6 (3) 8077681 (3) 0.04507330 (3) 3.856191 - 107 (4)
NumCFI 99.95866% (5) 3055.5 (5) 60548479 (5) 0.00045113 (5) 2.184315-107°° (3)
Num+TypeCFI 99.99665% (2) 260.1 (2) 5615941 (2)  0.05484967 (2) 1.109534 - 107% (2)
StrictCFI 99.99996% (1) 2.0 (1) 10974 (1)  1.65245297 (1) 3.225806 - 107°2 (1)

* Higher is better. 1 Lower is better.

(The number in parentheses is the rank of each CFI policy generator according to each metric.)
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Fig. 9. CFGINSULATION for each benchmark we consider.

CFI policy generator, as well as Num+TypeCFI, which is
the combination of NumCFI and TypeCFI. Finally, we define
StrictCFI as a CFI policy that only allows legal edges, without
any overapproximation. StrictCFI serves as an indication of
the best possible context-insensitive CFI policy that can be
obtained for the binaries we consider.

BLOCKINSULATION. In Figure 8, we show the cumulative
distribution (CDF) of BLOCKINSULATION over the call sites.
As we mentioned earlier, curves that are lower and to the
right indicate more secure CFI policies. As expected, StrictCFI
is the most secure policy, since it does not introduce any
overapproximation. The BLOCKINSULATION of NumCFI is
approximately one order of magnitude greater than TypeCFI,
which is the best CFI policy generator currently deployed on a
large scale. Moreover, Num+TypeCFI combines the strengths
of both its components, further increasing the BLOCKINSU-
LATION by one order of magnitude.

CFGINSULATION. As we mentioned, the most expressive
way to compare two policies with the help of CFINSIGHT, is
to look at a CDF (like Figure 8). However, we also define a
numeric summary, CFGINSULATION. In Figure 9, we show
the CFGINSULATION values for every benchmark and every
CFI policy generator we consider.

The CFGINSULATION of NumCFI is approximately 5
times greater than TypeCFI considering all call sites together.
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Considering the benchmarks separately, in six of them Num-
CFI has a higher CFGINSULATION than TypeCFI, while for
seven benchmarks TypeCFI has a higher CFGINSULATION.
The latter seven are the benchmarks with the lowest amount
of basic blocks and, hence, a distance-based CFI policy is less
effective for them. For more complex applications, like the
other six benchmarks, NumCFI shows a better performance
than TypeCFIL.

Moreover, Num+TypeCFI has a better CFGINSULATION
than TypeCFI in every benchmark. Considering all call sites
together, Num+TypeCFI has a CFGINSULATION which is
approximately 29 times greater than TypeCFI. For eight bench-
marks the improvement is at least tenfold.

Other metrics. We also compare NumCFI and
Num+TypeCFI using other the existing metrics we select in
Section V: fAIR [55], fAIA [18], iCTR [34] and QS [6]. We
report the value of these metrics in Table II. We also report,
in parentheses, the rank of every policy generator according
to each metric (1 marks the best and 7 marks the worst).

We can make a number of observations from Table II. First,
according to all metrics we examine (both our metrics and ex-
isting metrics), Num+TypeCFI outperforms both NumCFI and
TypeCFI, always ranking second after the baseline. Second,
all CFI policy generators have very high fAIR (above 99.9%),
proving the point that AIR is not an effective metric to evaluate



the security guarantees of CFI policies. Third, other metrics,
like fAIA, iCTR, and QS, show a more significant variation
between the policy generators we evaluate. However, they have
a disadvantage. They only consider the number of targets that
are reachable; yet, they neglect to take into consideration the
usefulness of the blocks for an attacker. BLOCKINSULATION
and CFGINSULATION overcome this limitation, taking into
account the usefulness of each basic block to the adversary.

VIII. L+TCFI

In the previous Section, we evaluate the security of a
number of CFI policy generators, including NumCFI and
Num+TypeCFI. This Section shows that the generated policies
can be implemented in an efficient way, with a low run-time
overhead.

To do so, we design L+TCFI, a generic CFI enforcement
mechanism. In L+TCFI, every basic block b has two prop-
erties, a label [, and a tag ;. The label is determined by
a label-based CFI policy generator like TypeCFI, while the
tag is determined by a distance-based policy generator like
NumCFI. The mechanism is designed to allow control flow
transfers between a block b and a block c¢ if and only if both
of these conditions are met:

te >ty —1 (D
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Ensuring the enforcement of these conditions requires two
components: 1) a way to encode the metadata (tags and labels)
in the program itself, and 2) a run-time component that decides
whether indirect jumps are allowed depending on the encoded
information. We discuss both of them in the following.

A. Metadata Encoding

A common strategy for CFI metadata encoding is to embed
it in the executable code itself. As an example, RAP [38]
inserts the metadata immediately before the beginning of every
function in the program. This way, when the run-time checker
needs to decide whether a jump to a pointer should be allowed,
it can simply read a fixed number of bytes before the pointer
and retrieve the metadata. We use this approach as well.

However, embedding metadata in the executable code must
be done carefully, in order to not introduce any incompatibility
or vulnerability in the application. We do this by embedding
our metadata inside of CFI marks. Our CFI marks are inter-
preted by the CPU as a nop instruction, which do not produce
any result (the name stands for “no operation”). The advantage
of embedding data in nop instructions is that, unlike raw data,
the processor can execute them without changing its state,
so they can be easily inserted into the code during the build
process.

On x86, nop instructions can have different lengths; we
choose the 9-byte variant because of its convenience for our
purposes. This longer variant of the nop instruction is achieved
by encoding information on various operands (register and
immediate), which are then ignored by the processor. For
our purposes, we can consider the leftmost four bytes of the
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CFI mark

Fig. 10. A CFI mark which embeds metadata in a nop instruction.

instruction fixed (bytes 8 to 5 in Figure 10). The following
byte (4) has multiple legal values which do not influence
the behavior of the processor; we choose value 0x9a, since
it is different from the value in Intel’s recommended 9-byte
nop instruction and thus very unlikely to occur in any regular
code. The rightmost four bytes of the instruction (bytes 3 to 0
in Figure 10) can be set to any arbitrary value; we decide
to encode the label in bytes 3 to 1, and the tag in byte
0. This layout is advantageous for the run-time checker, as
Section VIII-B explains; it allows us to encode approximately
16 million labels and 256 tags, which is sufficient in our
testing. We encode tag oo as 255, any tag > 254 as 254,
and any other tag as itself.

We insert the CFI marks in the program by 1) instructing
the compiler to create an ELF section for every function, and 2)
using a custom linker script to insert these instructions between
them in the final binary. We insert the marks in assembly files
by rewriting them on the fly and adding the required instruction
before every function definition.

B. Run-time Checker

The run-time checker has the goal of examining every
indirect control flow transfer and decide whether it is allowed
or not according to the metadata. We instrument every indirect
control flow transfer by developing a custom pass for the Clang
C/C++ compiler. Our compiler pass, which was developed for
LLVM 11.0.1 and consists of approximately 60 lines of Ct+
code, finds all indirect function calls and instruments them
to check the target address before it is used. Our proof-of-
concept implementation does not embed checks in assembly
code, which is only a tiny portion of the application code.

The instrumentation code checks that the target address
is preceded by a valid CFI mark and that the tags and labels
are correct (satisfying Equations (1) and (2) respectively). This
can be done with just two comparisons: a single 64-bit equality
test can check the presence of a CFI mark and that the labels
match (2), while a 8-bit comparison can check whether the
target label is greater than the threshold (1).

C. Security Considerations

The goal of L+TCFI is to allow an indirect call if and
only if Equations (1) and (2) hold. Our run-time checker
(Section VIII-B) is designed to check for CFI marks, which
contain the label and tag of a function, before the indirect
control flow transfer succeeds. Since we assume W&EX to be
in place (Assumption A3), the adversary is unable to insert
counterfeit CFI marks into the application. The adversary
could, however, leverage data which accidentally matches the
format of a CFI mark and is included in the code of the
application. To investigate this possibility, we scanned for the
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Fig. 11.
L+TCFIL.

Run-time overhead of SPEC CPU2017 benchmarks when using

prefix of our CFI marks (the binary string 660£f1£84a9)
all the baseline binaries used in our performance evaluations,
as well as all binaries in the directories /bin, /sbin, and
/1ib/x86_64-1inux—gnu on our test system. We did not
find any match. We can then assume that accidental matches
are very unlikely and, hence, the attacker cannot trick the run-
time checker into calling an unintended target.

D. Handling Dynamic Libraries

Binaries are often distributed independently of the dynamic
libraries they require to work. As a result, it can be impractical
to apply the CFI marks to all the libraries as well as the
main binary. This can be addressed by using trampolines that
intercept indirect function calls between different libraries.
Each trampoline has a CFI mark that contains the expected
distance of the target function in a different library. As a result,
even if the dynamic library is independently updated, the CFI
marks on the trampolines remain the same and functionality
is maintained.

E. Performance Evaluation

After describing L+TCFI, we analyze its performance
using the run time overhead of the benchmarks we selected
from SPEC CPU2017 benchmarks, as well as measuring the
reduction of available throughput of an nginx instance.

Benchmarks from SPEC CPU2017. First, we analyze the
performance of SPEC CPU2017 benchmarks when protected
by L+TCFI compared to an unprotected baseline (Figure 11).
We run every benchmark three times on the same ma-
chine mentioned in Section VII; we report the median of
the three values, as recommended by SPEC. The geometric
mean of the overheads is 1.27%. Only two benchmarks have
an overhead higher than 3%: 600.perlbench_s (3.33%) and
623.xalancbmk_s (5.16%). Unsurprisingly, these benchmarks
have a higher proportion of indirect function calls compared
to other benchmarks.

Nginx Throughput. In addition to SPEC, we also test the
effect of L+TCFI on the throughput of an nginx instance.
We configure nginx to only use one worker thread, then we
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Fig. 12. Throughput and throughput reduction in nginx when using L+TCFI.

run the tool wrk [20] on a different machine to determine
the connection throughput of a build of nginx protected by
L+TCFI compared to an unprotected baseline (Figure 12). The
client machine has an Intel Xeon CPU E5-2630 processor and
uses its 16 threads to maintain 1024 simultaneous connections.
The two machines are connected through a Gigabit Ethernet
switch. In our tests we use a number of randomly-generated
files having size between 16 bytes and 1 MB, and we access
those files through unencrypted HTTP and HTTPS. Our tests
show that any file of at least 2 KB is sufficient to saturate the
Gigabit Ethernet connection while using HTTP, and any file of
at least 3 KB saturates it while using HTTPS; in both cases,
there is no measurable overhead above these marks. For that
reason, we do not show files bigger than 4 KB in the figure.
For smaller file sizes we can measure an overhead: considering
only the files of size 1 KB or smaller, the geometric mean of
the throughput reduction is 0.29% for HTTP and 1.99% for
HTTPS.

Both our tests show performance reductions in the order of 1%
to 2%, which attests that L+TCFI can be deployed in practice.

IX. RELATED WORK

In this section we give an overview of works in the
fields of CFI policies, benchmarks, as well as attacks on CFI
implementations.

A. CFI Schemes

A common design aspect of CFI policies is to assign equiv-
alence classes to every indirect caller and callee, and check that
the label of the caller matches that of the callee. The first CFI
policy, as proposed by Abadi et al. [2], uses CFGs generated by
static analysis to derive labels for valid control-flow transfers
between callers and callees, then enforces their match at run



time using inserted checks. Later, Zhang et al. [55] extend
this idea to binaries using binary instrumentation. Similarly,
Zhang et al. [54] propose a randomized ”Springboard section”
to encode a CFI policy implicitly by knowing the correct entry
for the indirect jump in this springboard. This technique is
also used by Tice et al. [51] in combination with a vtable
protection to create a fine-grained, forward-edge CFI compiler
pass for GCC and LLVM. Lockdown [39] uses dynamic
binary instrumentation to inject CFI checks dynamically at run
time. For backward-edge protection, Lockdown uses a shadow
stack that is also guarded by dynamic checks. However, this
flexibility incurs a higher performance overhead.

Another promising approach is enforcing type-based poli-
cies to restrict control-flow transfers. For example, TypeAr-
mor [53] leverages binary-analysis techniques to infer the pa-
rameter count of a function, to restrict call targets to functions
with less or equal amount of parameters than prepared by the
caller. 7CFI [33] extends this approach by also taking the
parameter types into consideration and leverages a points-to
analysis for the return instruction to protect the backward edge.
MARX [36], as well as VCI [15], augment CFI mechanisms
with efficient vtable protection by leveraging reconstructed
class hierarchies to reduce the overapproximation of, e.g., type-
based CFI policies [33]. Type-based CFI policies often imply a
relatively low performance overhead, hence, the clang compiler
frontend of LLVM also features a type-based CFI policy [30]
that checks a variety of dynamic types. All of these label-based
CFI implementations do not consider the distance of blocks to
a system call, which we introduce with NumCFI, that prevents
the attacker from taking shortcuts from the vulnerability to a
system call.

A different line of research investigates context-sensitive
CFI schemes, which consider some form of context to decide
whether an indirect call should be allowed. PathArmor [52]
compares the latest 16 taken branches against a statically
generated list whenever the application calls sensitive system
calls. mCFI [35] dynamically constructs a CFG at run time, in
order to restrict the legal targets of return instructions, but it
is similar to context-insensitive CFI for forward edges. Pitty-
Pat [14] intercepts security-sensitive system calls and validates
the control flow of the program based on online points-to
analysis of a subset of control-relevant data. /CFI [23] extends
this analysis to include more constraint data and further refine
the sets of allowed targets from any indirect call. OS-CFI [27]
focuses on reducing the size of the biggest equivalence class
by leveraging information about the origin of the code-pointer
used by the indirect call.

B. CFI Benchmarks

In order to compare the security of CFI policies, it is crucial
to quantify and compare how restrictive they are. A number
of metrics have been proposed for this purpose. The best-
known metric is Average Indirect-target Reduction (AIR) [55],
which is defined as the average reduction of allowed targets
across every CFG node (the higher the better). However, AIR
is not a good metric to compare different policies [51], as
most CFI papers that rely on AIR report similar values greater
than 99% [6]. Other metrics also have been proposed, e.g.,
QuantitiveSecurity [6], which is based on the number and size
of equivalence classes, AIA [18], which measures the average

number of allowed indirect targets, or Calltarget Reduction
(CTR) [34], which measures the absolute number of remaining
call targets after applying a CFI defense. However, all of these
metrics have a common pitfall: they consider every basic block
equivalent to each other. The goal of an attacker in most
cases is to leak the content of some memory, exfiltrate some
files, or install malware on the victim machine. The first goal
is trivially possible in the common CFI threat model which
includes arbitrary data read capabilities. The second and the
third goal require accessing system resources, for which the
attacker needs to use system calls. While other metrics do
not consider whether an edge is useful to allow the attacker
to reach a system call, CFINSIGHT is the only CFI evaluation
framework that considers this goal rather than merely the count
of reachable blocks.

C. Attacks on CFI

Although CFI can be a strong defense even in practical
scenarios, bypasses are possible, and can also be found in
practice. While Goktas et al. [21], as well as Davi et al. [13],
demonstrated that coarse-grained CFI can be bypassed with
new types of ROP gadgets due to the low number of labels,
the first work presenting a bypass for more secure fine-grained
CFI defenses was Control-Flow Bending [7]. It shows that a
single printf call can lead to Turing-complete computation
by abusing the right format specifiers, allowing the attacker
to overwrite the return address of printf, even in the
presence of a fully-precise static CFI implementation. Control
Jujutsu [16], instead, exploits insecure programming patterns
and the impreciseness of static analysis approaches to find
legal but unintended control flows, which can be leveraged for
attacks. Most of this impreciseness is caused by the central
element needed for CFG creation: the complete points-to
analysis for pointers, which is undecidable [42], [22], and,
hence, hard to achieve in practice. Another work uses specifics
of Ct+, namely vtable pointers, to chain virtual function calls
through existing call sites, allowing the attack to be resistant
against even fine-grained CFI enforcement [44]. Recently,
multiple CFI bypasses switched to data-only attacks, in which
the adversary corrupts only non-control data. These attacks can
inherently bypass any kind of static CFI, as they chain only
legitimate control-flow paths. While there are already solutions
that automatically generate payloads [26], [40], they are still
limited in target executable size due to heavy use of static
analysis.

X. CONCLUSION

In this paper, we present CFINSIGHT, a novel framework
to evaluate the security guarantees of CFI policies. With our
novel metrics BLOCKINSULATION and CFGINSULATION we
measure the usefulness of any basic block to constructing
a code-reuse attack targeting a system call instruction. We
introduce NumCFI, a novel CFI policy generator based on the
distance between each basic block and the closest system call
instruction. We use CFINSIGHT to analyze seven CFI policy
generators, including NumCFI, using five different metrics,
including CFGINSULATION. Lastly, we describe L+TCFI,
a fast implementation of NumCFI combined with a type-
based policy, with a performance overhead of just 1.27% on
benchmarks from the SPEC CPU2017 suite.
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